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Oxygenated hydrocarbons play important roles in combustion science as renewable fuels and
additives, but many details about their combustion chemistry remain poorly understood. Although
many methods exist for computing accurate electronic energies of molecules at equilibrium
geometries, a consistent description of entire combustion reaction potential energy surfaces (PESs)
requires multireference correlated wavefunction theories. Here we use bond dissociation energies
(BDEs) as a foundational metric to benchmark methods based on multireference configuration
interaction (MRCI) for several classes of oxygenated compounds (alcohols, aldehydes, carboxylic
acids, and methyl esters). We compare results from multireference singles and doubles configuration
interaction to those utilizing a posteriori and a priori size-extensivity corrections, benchmarked
against experiment and coupled cluster theory. We demonstrate that size-extensivity corrections are
necessary for chemically accurate BDE predictions even in relatively small molecules and furnish
examples of unphysical BDE predictions resulting from using too-small orbital active spaces. We
also outline the specific challenges in using MRCI methods for carbonyl-containing compounds.
The resulting complete basis set extrapolated, size-extensivity-corrected MRCI scheme produces
BDEs generally accurate to within 1 kcal/mol, laying the foundation for this scheme’s use on
larger molecules and for more complex regions of combustion PESs. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4862159]

I. INTRODUCTION

There is growing interest in understanding the com-
bustion of oxygenated hydrocarbons due to their roles as
renewable additives and fuels.1–3 Oxygenated fuels burn
more cleanly than conventional hydrocarbon fuels. However,
fundamental details about their combustion remain to be
quantified in order to optimize their energy conversion effi-
ciency. Current experimental and theoretical research efforts
aim to elucidate their combustion properties, e.g., features
that explain auto-ignition and species profiles at various
stages of combustion (see Ref. 3 for additional discussion).
Kinetic modeling of combustion can help us understand
combustion processes, but such modeling requires accu-
rate thermochemistry (bond dissociation energies (BDEs),
reaction enthalpies, etc.) and kinetics (temperature- and
pressure-dependent rate constants) as input, both of which
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are extractable in part from portions of potential energy
surfaces (PESs) of the relevant reactions.

Multireference ab initio methods can evaluate accurately
and consistently PESs that span different reaction intermedi-
ates, transition states, and all points in between. The question
arises as to how to benchmark such methods against exper-
iment. PESs for polyatomic molecules are not directly mea-
surable; only properties related to critical points on the PES
are extractable from experiment and then only in simple cases
where the observable definitively corresponds to, e.g., a par-
ticular bond-breaking event. Even measurements of a spe-
cific elementary rate constant are not directly comparable to
a PES barrier height because of complexities in the analysis
of pre-exponential factors, tunneling corrections, etc. BDEs
are definitive and measurable observables that are relatable
to PES critical points (differences in PES minima). Thus, at
a minimum, one must ensure that MR methods are able to
accurately reproduce measured BDEs before using them to
determine other points on the PES such as barrier heights.
In this work, we test the ability of techniques based on
multireference single and double excitation configuration
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interaction (MRSDCI) and its size-extensive variants to ac-
curately predict BDEs in a variety of combustion-related oxy-
genated molecules for which reliable experimental and the-
oretical reference data exist. We are not aware of any other
systematic comparison of the various size-extensive variants
of MRSDCI for BDEs. Of course, methods that accurately
predict BDEs do not guarantee the same accuracy for an en-
tire PES – the breakdown of conventional, single-reference
coupled cluster (CC) theory during bond breaking is an ob-
vious example (single reference CC theory describes minima
well and so can accurately predict BDEs, except in cases in
which static correlation demands an MR treatment, vide in-
fra). However, determining the appropriate MR method for
BDEs sets the level of theory required for minima on a given
PES, which in turn provides a consistent level of theory to
evaluate all other points on the PES.

Many quantum-chemistry-based schemes to obtain
BDEs exist.4 Most use electronic energies from a single
reference (i.e., a single determinant zeroth-order wavefunc-
tion). Schemes fitting this classification may use variants of
Kohn-Sham density functional theory (KS-DFT)5, 6 or cou-
pled cluster theories7 (e.g., CCSD(T)).8 Other approaches
include composite schemes like the semi-empirical G-n meth-
ods (e.g., G2,9 G310, 11), complete basis set (CBS-n) extrap-
olation (e.g., CBS-QB312), the HEAT method,13 the focal
point method,14, 15 or the Wn methods.16–18 Many of these
single reference methods provide a robust treatment of dy-
namic electron correlation that affords accurate BDEs. How-
ever, these methods can be inadequate in cases where one
or more equilibrium species have significant multiconfigura-
tional character, i.e., cases where a single determinant does
not physically describe the molecule’s electronic structure.
Radicals derived from oxygenated molecules such as aldehy-
des, alcohols, and methyl esters with electronegative oxygen
atoms, lone pair electrons, and π electrons are examples rel-
evant to combustion that may require an MR description due
to, e.g., resonance effects. Computationally efficient and ro-
bust MR approaches that capably predict accurate BDEs as
well as consistently describe the entire PES are needed for
consistent and accurate modeling of any point on the PES that
would be accessible during combustion.

Many approaches have emerged over the years that gen-
eralize conventional single reference correlated wavefunction
theories to handle multireference problems. A few examples
are multireference coupled cluster approaches19 such as the
spin-flip,20 equation-of-motion,21 and completely renormal-
ized coupled-cluster methods.21 Further assessments of these
significantly more expensive methods (compared to single
reference variants), which are in varying stages of develop-
ment and applications, are beyond the scope of the present
work.

This study addresses several issues relevant to quantum
chemical modeling of biodiesel and related oxygenated fuel
combustion. We do not contest the accuracy of highly ma-
ture, single-reference schemes commonly used in molecu-
lar property predictions, including BDEs. The present work
rather focuses on (1) ascertaining the degree that MR charac-
ter affects BDEs in oxygenated molecules, (2) benchmarking
multireference configuration interaction (MRCI) approaches

to show which is most accurate for these applications, and
lastly (3) outlining challenges faced when using MR meth-
ods to determine BDEs. This work aims to furnish under-
standing of how to systematically model combustion reaction
dynamics with MR methods.

As a first approximation, MR effects can be described
by the complete active space self-consistent field (CASSCF)
method.22 CASSCF describes multiconfigurational systems
by systematically including in the ground state wavefunc-
tion all possible near-degenerate electronic configurations in
the orbital active space (typically those valence orbitals that
are changing in the process under consideration). CASSCF
is a type of multi-configuration SCF, so the exclusion of dy-
namic correlation involving excitations to virtual orbitals not
included in the CAS limits its accuracy. CASPT223 introduces
dynamic correlation through the use of second-order many-
body perturbation theory on the CASSCF wavefunction. Dy-
namic correlation can also be included on top of CASSCF
via configuration interaction (CI)24 or even coupled cluster
expansions.25, 26 Another MR scheme is the MR correlation-
consistent composite approach (MR-ccCA),27 which uses
CASPT2 electronic energies as well as other energy contribu-
tions including core-valence correlations, spin-orbit coupling,
and scalar relativistic effects for improved accuracy. MR-
ccCA methods are computationally very expensive (mainly
due to poor O(N5) scaling in CASPT2 and use of up to
a quadruple zeta basis set) and have mainly been applied
to molecular systems consisting of at most three27, 28 heavy
(non-hydrogen) atoms.

We recently developed our own composite MR scheme
that uses CBS-MRSDCI29 to provide the dynamic correla-
tion on top of a CASSCF wavefunction. For simple hydrocar-
bons, our method predicts chemically accurate BDEs (within
∼1 kcal/mol relative to reliable experimental values). Advan-
tageously, conventional CI codes using this scheme can be
replaced with reduced scaling versions30–33 that dramatically
improve MRSDCI’s O(N6) scaling to O(N3) or better, thereby
opening the possibility for future applications on molecu-
lar systems of up to at least 50 heavy atoms. However, the
computational cost of our method (as well as its accuracy)
will be largely dependent on the active space used in the ini-
tial CASSCF calculation, which can vary depending on the
molecular systems involved.

Here, we extend our MR calculation scheme to evaluate
oxygenated molecules, which have more complex electronic
structures than hydrocarbons. For several reasons (vide infra)
they require special care in their modeling. Specifically, we
demonstrate how to successfully calculate bond energies in
oxygenated molecules with varying number of oxygen atoms
and the presence of double bonds (C=O) using MR methods.
We begin by considering alcohols as the simplest oxygenated
species. We then follow by studying aldehydes, acids, and es-
ters, i.e., molecules with C=O bonds. C–H and C–C bonds
beta (β) to the C=O warrant special attention in the alde-
hydes, acids, and esters. Finally, we investigate bond break-
ing that produces the hydroxyformyl and formyloxyl radicals
from formic acid. We assess each bond breaking process using
two steps. First, we determine the multiconfigurational (static
correlation) CASSCF active space sizes needed to obtain
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accurate energies in each class of oxygenated bonds. Second,
we compare different CI-based electronic structure methods
and determine the relative strengths or weaknesses of each.
Finally, we discuss the relative importance of accurate ge-
ometries and vibrational frequencies. This study provides a
roadmap for addressing technical issues arising in future stud-
ies that rigorously treat the multiconfigurational character of
alcohol, aldehyde, and biodiesel ester combustion.

II. METHOD: MRSDCI/MRACPF-BASED COMPOSITE
APPROACHES

Our previously reported ab initio MR scheme29 carried
a benefit over single reference BDE calculation schemes by
incorporating an ab initio multi-configurational correlated
wavefunction evaluation of electronic energies, making it
able to consistently treat the entire chemical bond-breaking
event. The particular correlated wavefunctions we use are
MRSDCI34, 35 and MR averaged coupled pair functional
(MRACPF)36, 37 theories. Our scheme is also extendable to
large molecules, such as biodiesel fuels, through reduced
scaling MRSDCI/MRACPF methods.30–33 In the following
sections, we describe the details of our approach.

A. Geometries and vibrational frequencies

KS-DFT is a single determinant method and as such
cannot be relied upon to accurately describe entire PESs.
However, it is appropriate for predicting equilibrium ge-
ometries and corresponding frequencies, even if is not
quantitative for energy differences like bond dissociation
energies.38–40 Unrestricted KS-DFT with the B3LYP41, 42

exchange-correlation (XC) functional and the 6-311G(2d,p)
basis set43 was therefore used to calculate both geome-
tries and vibrational frequencies. The absence of imaginary
frequencies confirmed that a true minimum energy struc-
ture in each case. Zero point vibrational energies (ZPE)
and thermal corrections (H0→298) were then calculated for
the optimized structures from scaled harmonic vibrational
frequencies44 using the ideal gas, rigid rotor, and har-
monic oscillator approximations.45 We define De (electronic
energy change upon dissociation), D0 (enthalpy of dis-
sociation at 0 K), and D298 (enthalpy of dissociation at
298 K) for a generic bond A–B as

De = �EMRSDCI/MRACPF(2), (1)

D0 = De + �ZPE, (2)

D298 = D0 + �H0−>298, (3)

where �ZPE and �H0−>298 are the zero point energy and
thermal correction differences between dissociated fragments
A• and B• and the undissociated molecule AB, all calculated
at their optimized equilibrium geometries.

B3LYP has received substantial use for nearly two
decades as a relatively inexpensive, popular, and respectably
accurate hybrid XC functional,38–40 which nonetheless fails
in some applications, e.g., yielding unphysical charge

delocalization.46–48 We will evaluate its performance for ge-
ometries and frequencies against results from higher-level cal-
culations for some of the more complex radicals studied here.

B. Multireference electronic structure calculations

CASSCF provides a zeroth-order MR wavefunction,
which accounts for static correlation, in the calculation of De.
However, the CAS must be manually adjusted according to
each bond being studied. All calculations reported here use at
least a CAS(2e,2o), an active space containing two electrons
and two orbitals (bonding and anti-bonding), for each break-
ing bond. The nature of the bonding (σ ) and anti-bonding
(σ*) orbitals changes as a bond dissociates from equilibrium
to the dissociated fragment limit. At the dissociation limit,
the orbitals are singly occupied, e.g., χ1 and χ2 on each
fragment, respectively. At the equilibrium geometry, they are
σ = χ1 + χ2 and σ* = χ1 − χ2. More electrons and orbitals
may be included to describe additional static correlation ef-
fects. Dynamic correlation is then obtained from an MRSDCI
or related calculation (vide infra), allowing single and double
excitations from the dominant reference CASSCF configura-
tions, which are defined as those having CASSCF wavefunc-
tion coefficients greater than 0.05. The MRSDCI method is
the most commonly used CI-based MR method, also used
in our earlier applications29, 46 on hydrocarbon BDEs. Ad-
mittedly, MRSDCI is limited in that it is not size-extensive;
the resulting error increases superlinearly with system size.
Furthermore, it is not clear how this size-extensivity error af-
fects energy differences like BDEs even for small, oxygenated
molecules, so we investigate these effects here.

Several different schemes already exist that correct
for MRSDCI’s size-extensivity errors.36, 37, 49–55 Here we
test their accuracies when used to predict BDEs of oxy-
genated molecules. We focus specifically on Davidson-
Silver-corrected MRSDCI (MRSDCI-DS)53, 54 and two vari-
ants of the multireference averaged coupled pair functional,
MRACPF36 and MRACPF2.37

Out of several a posteriori schemes available, MRSDCI-
DS was shown to give a simple and correctly scal-
ing approximation.33 MRSDCI-DS is obtained from the
MRSDCI energy and wavefunction:

EMRSDCI−DS = EMRSDCI + (EMRSDCI − EREF )

×
[

1 − ∑
i

(
cREF
i

)2

2
∑

i

(
cREF
i

)2 − 1

]
. (4)

Here EMRSDCI is the MRDSCI total energy and the cREF
i s are

the coefficients of the reference configurations in the MRS-
DCI wavefunction. The reference energy (EREF) is the en-
ergy of the corresponding reference wavefunction. Note that
when the reference configurations are a subset of the total
CAS, the reference energy is not the CASSCF energy, but
instead the CI energy of a variationally optimized linear com-
bination of the CASSCF dominant configurations that com-
prise the reference configurations.

We achieve a priori size-extensivity corrections
with MRACPF-like functionals. They are obtained by



044317-4 Oyeyemi et al. J. Chem. Phys. 140, 044317 (2014)

renormalizing the denominator of the MRSDCI energy
functional with the introduction of so-called g-values to
maintain size-extensivity:36, 37

FMRACPF

= 〈�REF +�S +�D|Ĥ −EREF |�REF +�S + �D〉
1+gS〈�S |�S〉+gD〈�D|�D〉 . (5)

Here, the CI wavefunction has been separated into the (multi-
configuration) reference wavefunction (�REF) and portions
obtained from single (�S) and double (�D) excitations from
the reference wavefunction. Various flavors of MRACPF are
available depending on the g-values. The trivial g-value of
1 gives the MRSDCI energy. MRACPF uses gS = gD = 2

N
,

where N is the number of correlated electrons.36 MRACPF2
uses the same g-value as MRACPF for double excitations
(gD = 2

N
), but it uses a damped g-value for single excita-

tions (gS = 4
N

[1 − 1
2(N−1) ]).

37 Unlike MRSDCI, MRACPF
and MRACPF2 energies scale approximately linearly with
system size (i.e., are approximately size-extensive) and do not
unphysically diverge from the thermodynamic limit.33 One
might expect MRSDCI to produce accurate BDEs for small
molecules (since those would have small extensivity errors)
and less accurate BDEs for larger molecules (large extensivity
errors). In fact, MRSDCI BDEs are not necessarily accurate
or consistent with MRACPF and MRACPF2 BDEs even for
small, oxygenated molecules, as we shall show.

MRACPF2 only differs from MRACPF by using damped
g-values for single excitations to improve stability.37 How-
ever, our BDE calculations sometimes encountered instabil-
ities in the MRACPF (and, more rarely, in the MRACPF2)
wavefunction related to already documented MRACPF insta-
bilities that motivated the creation of MRACPF2.37, 56, 57 This
point and how to circumvent it is discussed at length in a sepa-
rate paper,58 while the present work focuses on other technical
aspects that need to be addressed to obtain reliable ab initio
MRCI-based BDEs.

Note that a related concept to size-extensivity is
size-consistency. A size-consistent method for two non-
interacting systems A and B produces energies such that
Energy(A) + Energy(B) = Energy(AB). Neither MRSDCI
nor MRACPF(2) are size-consistent. To maintain a size-
consistent calculation, we employ the supermolecule ap-
proach where both fragments formed by bond dissociation are
included in the same calculation separated by a large distance
(10 Å). This keeps the level of excitations used for the equi-
librium geometry and fragment calculations equivalent.24 The
supermolecule and the equilibrium geometries employ the
same set of reference configurations in order to obtain consis-
tent energies. We do this by selecting a superset of dominant
configurations for the two geometries, which would also be
the correct consistent set of configurations for any other point
on the bond dissociation PES. For example, in a CAS(2e,2o)
calculation (where the active orbitals are σ and σ*), the equi-
librium structure has two dominant references: the “20” (read
as “two-zero”) configuration represents the electron configu-
ration with two electrons in the σ orbital and zero electrons
in the σ* orbital. The “02” configuration represents the elec-
tron configuration with zero electrons in the σ orbital and two

electrons in the σ* orbital. The supermolecule has only one
dominant reference, the 11 configuration of the two singly oc-
cupied radical orbitals, so the superset of reference configu-
rations we use for both geometries consists of the 20, 02, and
11 configurations.

MRSDCI, MRSDCI-DS, MRACPF, and MRACPF2 en-
ergies converge slowly with basis set size, making the choice
of basis set non-trivial (see, e.g., Ref. 59). Consider methane
as an example: the experimental D298 for a methane C–H bond
is 104.99 ± 0.03 kcal/mol. However, MRSDCI D298s from
the cc-pVDZ and cc-pVTZ correlation-consistent basis sets60

are 99.6 kcal/mol and 103.1 kcal/mol, respectively.29 Calcula-
tions using cc-pVQZ basis sets are prohibitively expensive for
the larger molecules that are our ultimate goal, so our CBS ex-
trapolations instead involve the cc-pVDZ and cc-pVTZ basis
sets feasible for use with larger molecules in future investiga-
tions. Many different CBS extrapolation schemes exist;61–71

we use the two-point set extrapolation scheme from Truhlar
et al.65, 67

E
ref

X = Eref
∞ + Aref X−α, (6)

Ecor
X = Ecor

∞ + AcorX−β. (7)

X in these equations is identified with indices of the cc-pVDZ
and cc-pVTZ basis sets and take values equal to 2 and 3,
respectively. The reference and correlation energy extrapola-
tions are done separately because (CAS)SCF energies con-
verge faster than dynamic correlation energies. Thus, the ex-
trapolation parameters α and β are different, and they have
been obtained by Truhlar65 as 3.4 and 2.4, respectively, by
fitting Hartree-Fock (HF; for α) and CCSD(T) (for β) en-
ergies to CBS energy estimates from explicitly correlated
wavefunction (R12)72, 73 calculations. Even though α was fit
to HF, we expect similar basis set convergence in our cal-
culations given the small number of references used (3 for
CAS(2e,2o) calculations and 8 for CAS(8e,6o) in acyloxyl-
related calculations).29 Using β = 2.4 from CCSD(T) should
be appropriate for the CI-based methods we employ because
they include primarily single and double excitations, as well
as selected higher order excitations due to the multiple ref-
erences. We tested another extrapolation procedure74 of the
form: EX = E∞ + A(X + 1)−4 and found it gives BDEs sim-
ilar to the ones reported in this work using the extrapolation
scheme described above.75

III. COMPUTATIONAL DETAILS

CASSCF calculations were done with MOLCAS 7.8.76

Both TigerCI30–33 and MOLCAS were used for the MRS-
DCI and MRACPF calculations. MRACPF2 energies were
computed within TigerCI. Mulliken charge populations77

calculated by MOLCAS aided in explaining some of the
BDE results. Geometry optimizations and vibrational fre-
quency calculations were performed at the DFT-B3LYP/6-
311G(2d,p) level with GAMESS-US43 using the program’s
default convergence parameters. As a single-reference com-
parison to CI energies, we also calculated CCSD(T) BDEs
and the CCSD(T) T1 diagnostic,78 a metric frequently used to
measure MR character, using MOLPRO.79 CCSD(T) BDEs
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were computed from R-CCSD(T) energies for closed shell
molecules and U-CCSD(T) for open shell dissociation frag-
ments using the same basis set extrapolation as used for the
MRSDCI/MRACPF methods.

IV. RESULTS

We now discuss BDEs for several classes of oxygenated
molecules including alcohols, aldehydes, carboxylic acids,
and methyl esters. We determine which MRCI methods accu-
rately calculate BDEs of the different bonds. We investigate
two main elements of the MRCI methodology: (i) the active
space sizes needed to model accurately static correlation ef-
fects and (ii) the performance of different MRCI methods. We
compare against experimental BDEs and reference CCSD(T)
calculations. In the absence of MR effects, CCSD(T) is more
accurate than CI based methods because it is rigorously size
extensive and includes larger sets of (disconnected) higher or-
der excitations. We discuss the BDE results by molecule or
bond type in order of increasing degree of MR complexity.
In Sec. IV A we evaluate BDEs in methanol and ethanol.
In Sec. IV B we report the effect of π electron delocal-
ization when bonds beta to the carbonyl groups of aldehy-
des, acids, and methyl esters are broken. In Sec. IV C we
focus our discussion on the HOC(=O)–H bond. Lastly, in
Sec. IV D we report geometries, frequencies, and the ac-
tive space convergence of BDEs in formyloxyl radical formed
upon HC(=O)O–H dissociation.

A. Alcohols: CAS(2e,2o) model and a comparison
of CI methods

This section discusses bond breaking in methanol and
ethanol. Oxygen lone pair electrons may delocalize in radical
fragments of alcohols, creating multiconfigurational charac-
ter. In this case, an active space larger than CAS(2e,2o) may

be required. We tested the influence of higher active spaces
on the C–H bond scission in methanol because upon dis-
sociation the oxygen 2pπ lone pair and the singly occupied
carbon 2pπ orbital may exhibit some π -resonance (hypercon-
jugation) in the resulting H2COH radical fragment. We there-
fore added the O 2pπ orbital to the CAS(2e,2o) orbitals to
form a CAS(4e,3o) active space. This orbital rotated out of
the CAS(4e,3o) active space, indicating that it does not re-
quire additional static correlation. Thus, in the case of alcohol
BDEs, the CAS(2e,2o) calculations can be considered to be
converged with respect to active space, and the static correla-
tion is sufficiently described at the CAS(2e,2o) level for this
bond. We also computed the CCSD(T) T1 diagnostics78 of
the molecules and all dissociation fragments in methanol and
ethanol. All T1 diagnostic values were below the 0.02 thresh-
old suggested as indicative of MR character.78 We therefore
expect minimal MR effects in alcohol bond dissociations and
that these bonds can be properly described using either a
MR method at the CAS(2e,2o) active space level or with an
accurate single reference method such as CCSD(T).

To elucidate the relative accuracies of the different meth-
ods, we compare CAS(2e,2o)-based CI D0s with CCSD(T)
D0s and reference D0s computed from enthalpies of formation
available in the Active Thermochemical Tables (ATcT).80–82

CCSD(T) and the size-extensivity-corrected MRSDCI
methods agree well with the reference ATcT energies
(see Table I) and have average mean deviations between 0.6
and 0.9 kcal/mol. MRSDCI BDEs are significantly lower
in accuracy than the size-extensivity-corrected methods
(average deviation of 1.7 kcal/mol; see Table I). Even in these
small molecules, size-extensivity errors render less-accurate
BDEs. Of the four size-extensive or size-extensivity corrected
methods, CCSD(T) and MRACPF2 give the lowest average
(0.6 and 0.7 kcal/mol, respectively) and maximum deviations
(1.2 kcal/mol) from the reference data. Thus, CCSD(T) and
MRACPF2 appear to be the most accurate of the methods
tested.

TABLE I. Alcohol D0 BDEs from experiment, single reference CCSD(T), and CAS(2e,2o)-based size-extensive multireference CI methods. The hyphen
indicates the dissociating bond; the same convention is used in all tables.

CAS(2e,2o) D0 (kcal/mol)
Dissociating ATcT CCSD(T)
bond D0

a (kcal/mol) D0 (kcal/mol) MRSDCI MRSDCI-DS MRACPF MRACPF2

CH3O–H 103.98 ± 0.09 104.5 102.7 105.0 103.3 104.1
CH3CH2O–H 103.93 ± 0.13 104.1 101.6 105.0 102.6 103.6
HOCH2–H 94.66 ± 0.11 95.8 94.7 96.2 94.9 95.7
HOCH2CH2–H 100.46 ± 0.15 101.1 98.5 101.2 100.5 100.8
CH3CH2OHb 93.46 ± 0.15 94.7 93.1 95.3 93.9 94.7
CH3–OH 90.10 ± 0.05 89.7 87.2 89.6 89.2 89.0
CH3CH2–OH 92.05 ± 0.09 92.3 89.1 92.2 91.6 91.6
CH3–CH2OH 85.31 ± 0.11 85.1 83.2 85.3 83.2 84.3

Statistics of absolute deviations from expt. D0s
Average 0.6 1.7 0.9 0.8 0.7

Maximum 1.3 2.9 1.9 2.1 1.2
Std dev. 0.4 1.1 0.6 0.7 0.4

aReference D0s were computed from enthalpies of formation in the Active Thermochemical Tables.82

bOne of the underlined Hs in CH3CH2OH is dissociating.
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B. Beta (β) C–H and C–C bonds in
carbonyl-containing molecules: CAS(4e,4o) model

Dissociation of single bonds β to the C=O π -bond
in aldehydes, acids, and esters produce resonance-stabilized
allyl-like radicals with multiconfigurational electronic struc-
tures. We computed BDEs for β C–H and C–C bonds in
the aldehydes acetaldehyde, propanal, and butanal, as well as
those in acetic acid, methyl acetate, and methyl propanoate.
D298s for both the CAS(2e,2o) and the CAS(4e,4o) active
spaces are reported in Table II. The CAS(4e,4o) is composed
of the π and π* orbitals of the carbonyl in addition to the σ

and σ* of the dissociating bond. Since enthalpies of formation
for species involving these bonds are not included in the Ac-
tive Thermochemical Tables, experimental D298s from Luo83

are used as a benchmark. Again, CCSD(T) D298s are included
as a single reference theory to compare to our MR values.

We first note T1 values for species as an indicator of MR
character. T1 diagnostic values for the closed shell aldehyde,
acid, and ester molecules lie between 0.012 and 0.015. These
values are higher than those for alcohols (0.007), but they are
still lower than the 0.02 threshold typically used to denote
significant MR character. Non-hydrogen and non-methyl rad-
ical products of acid and ester decompositions have diagnos-
tic values between 0.016 and 0.018, while the T1 value for the
CH2OH radical from alcohol decomposition is 0.019 (under-
lined C indicates location of the radical electron). By compar-
ison, the radicals from aldehyde decomposition tend to have
higher T1 values: 0.019 for CH3CH2CHC(=O)H, 0.021 for
CH3CHC(=O)H, and 0.024 for CH2C(=O)H. Thus the alde-
hydic radicals appear to be more multiconfigurational than the
corresponding products of bond breaking in alcohols, acids,
and esters.

Regarding BDE accuracies, CAS(2e,2o)-MRACPF fails
badly for beta bonds in aldehydes. MRACPF with this active
space can produce unreasonably low BDEs (deviations from
experiment as large as 36 kcal/mol).75 On the other hand,
MRSDCI, MRSDCI-DS, and MRACPF2 all give physically
reasonable energies with the CAS(2e,2o) active space, with
all BDEs within 3.7 kcal/mol of experiment. To elucidate
the origin of this MRACPF anomaly, we analyze Mulliken
charges77 (Fig. 1) for propanal in both its equilibrium geom-
etry and the relaxed supermolecule formed upon breaking
the C–C bond β to the C=O bond. Unlike BDEs for β

bonds, CAS(2e,2o)-based MRACPF BDEs for α bonds yield
reasonable MRACPF results.75 We therefore compare a case
with an anomalous BDE to one with a physically reasonable
BDE by also performing the same Mulliken charge analysis
for α C–C bond breaking in propanal. All four theories show
qualitatively and quantitatively similar charge distributions
for α C–C bond breaking (see left column in Fig. 1). On
the other hand, the charge distribution from MRACPF
substantially differs from the other three theories for the
β C–C bond supermolecule (Fig. 1, middle right panel).
MRACPF shows excessive charge withdrawal from the car-
bonyl oxygen to the β carbon (Cβ) and, to a smaller extent,
the α carbon (Cα). MRACPF essentially overcompensates
for the resonance effect expected in the β bond breaking.
No such overcompensation appears for the α bond breaking
where no electron delocalization is expected. According
to our recent analysis of MRACPF instability,58 such an
artifact of MRACPF should vanish with a larger active space.
Indeed with CAS(4e,4o), where π electron delocalization
is accounted for, all four levels of theory predict reasonable
BDEs that are within 3.1 kcal/mol of experiments (Table II,
rightmost three columns). Mean absolute deviations from

TABLE II. β C–H and C–C bond D298 BDEs (kcal/mol) in aldehydes, acids, and esters from experiment, single-reference CCSD(T) calculations, and
CAS(2e,2o)- and CAS(4e,4o)-based multireference CI and ACPF calculations.

D298 (kcal/mol) at CAS(2e,2o) D298 (kcal/mol) at CAS(4e,4o)b

Breaking bond Expt. D298
a (kcal/mol) CCSD(T) D298 (kcal/mol) MRSDCI MRSDCI-DS MRACPF2 MRSDCI MRSDCI-DS MRACPF2

Aldehydes
HC(=O)CH2–H 94.3 ± 2.2 96.3 95.8 96.9 94.7 93.0 94.5 94.4
HC(=O)CH2CH3

3 91.7 ± na 91.5 90.9 92.6 90.3 88.6 90.1 89.8
HC(=O)CH2CH2CH3 . . . 91.9 91.1 93.3 90.7 88.7 90.7 90.1
CH3–CH2C(=O)H 82.0 ± 2.4 83.5 82.4 84.1 79.4 79.7 81.4 81.4
CH3CH2–CH2C(=O)H 79.8 ± 2.5 82.5 81.1 83.5 78.1 78.4 80.6 80.3

Average absolute deviations from expt. D298s
1.6 1.0 2.3 1.5 2.1 0.8 0.8

Acids and esters
HOC(=O)CH2–H 95.3 ± 2.9 99.5 97.0 99.9 98.9 95.3 97.3 96.7
CH3OC(=O)CH2–H 97.1 ± 2.5 101.2 96.6 100.0 98.9 95.9 98.4 97.3
CH3OC(=O)CH2CH3 . . . 95.4 92.7 96.2 95.1 91.5 93.8 92.4
CH3OC(=O)CH2–CH3 . . . 87.2 83.6 87.5 85.7 82.3 84.8 83.2

Average absolute deviations from expt. D298s
4.1 1.1 3.7 2.7 0.6 1.7 0.8

aExperimental D298s from Luo.83

bSuperset CAS(4e,4o) reference configurations used are σσ*ππ* = 2020, 2002, and 0220 from the equilibrium geometry and (2p)(X)ππ* = 1120, 1111, 1102, and 2101 from the
supermolecule, where 2p is the singly occupied radical orbital on the C=O-containing allyl-like radical and X stands for either the hydrogen 1s or the 2p radical orbital of CH3 or
CH2CH3.
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FIG. 1. MRACPF gives incorrect charge distributions for β bonds of aldehydes (propanal used here as illustration).84 We consider the α C–C (CH3CH2–
C(=O)H, left) and the β C–C (CH3–CH2C(=O)H, right) bond dissociation for different theories (see insets in (a) and (b)). Plots show propanal Mulliken
charges at atomic centers for the equilibrium structure (a) and (b) and the supermolecule (c) and (d), as well as their differences (e) and (f).

experimental D298s of CAS(4e,4o)-MRACPF2 (0.8 kcal/mol)
are furthermore half as large as those from CAS(2e,2o)-
MRACPF2 BDEs (1.5 kcal/mol) and similar to those from
alcohol BDEs (0.7 kcal/mol). We conclude from these results
that the π resonance effects in aldehydes must be treated at
least at the CAS(4e,4o) level and that MRACPF2 again gives
the most accurate energies. While average deviations from
reference BDEs for BDEs computed with CCSD(T) are larger
than those from CAS(4e,4o)-MRACPF2 (1.6 kcal/mol vs.
0.8 kcal/mol, respectively), one cannot say much regarding
the relative performance of the methods given the large
uncertainty in the reference experimental energies because
most energies fall within this error range. However, the key
point here is that for these β bonds, MR calculations are
more accurate when done at the CAS(4e,4o) level than at the
CAS(2e,2o) level. Unlike the bonds in aldehydes, we achieve
reasonable BDEs for β C–H and C–C bonds in acids and
esters using CAS(2e,2o)-MRACPF. The most obvious reason
for the different behavior is the additional oxygen atom
in the acids and esters, which localizes electrons near the
carbonyl group, drawing charge away from the radical site
that forms upon C–C and C–H bond breaking. This results in
less resonance stabilization in the allylic radical of C–C and
C–H bond breaking, and explains the lower T1 diagnostic
values for acid and ester radicals. As we discuss later in

Sec. IV D, the other β bonds involving C–O or O–H bond
breaking in acids and esters feature pronounced multicon-
figurational character. Overall, we find significantly larger
average deviations from the mean experimental values for
CAS(2e,2o) than for CAS(4e,4o) BDEs (see Table II), further
justifying the larger active space. Of course, as mentioned ear-
lier, the large error bars on the experimental values means that
these conclusions are subject to change when measurements
that are more accurate become available. We also note that the
MRACPF instability mentioned above provides another tool
to test convergence of the active space in BDE applications.58

C. HOC(=O) formation from C–H bond dissociation in
formic acid

The HOC(=O) radical is an important precursor to CO2

formation in combustion and atmospheric chemistry, and it
has therefore been the subject of numerous prior studies
(e.g., Refs. 85–87). As the simplest of ROC(=O) radicals,
we study the MR requirements of HOC(=O) to elucidate
how to rigorously treat the larger radicals in our studies of
methyl esters. The HOC(=O) radical has two conformers,
trans-HOC(=O) and cis-HOC(=O), with similar energies.
We found that the trans-HOC(=O) conformer is more sta-
ble; DFT-B3LYP electronic energies favor trans-HOC(=O)
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TABLE III. DFT-B3LYP vibrational frequencies and zero point energies
(ZPE) for HOC(=O) radicals.

Vibrational frequencies (cm−1)

cis-HOC(=O) trans-HOC(=O)

CcCR- DFT- CcCR- DFT-
Mode VPTa B3LYPb VPTa B3LYPb Expt.c

a′ O1−H stretch 3451 3511 3641 3777 3636
a′ C=O2 stretch 1823 1847 1862 1881 1853
a′ H−O1−C bend 1284 1301 1214 1229 . . .
a′ C−O1 stretch 1046 1063 1053 1068 . . .
a′ O1−C−O2 bend 602 600 617 614 . . .
a′′ torsional 567 596 498 542 . . .

ZPE (kcal/mol) 12.7 12.9 12.9 13.0 . . .

aCcCR-VPT: CCSD(T) with corrections for core correlation and relativistic effects;
quadratic force field. Data taken from Refs. 85 and 86.
bDFT-B3LYP/6-311G(2d,p) harmonic vibrational frequencies from this work.
cExperimental O–H stretch frequency from Ref. 88 and C=O stretch frequency from
Ref. 89.

over cis-HOC(=O) by 1.3 kcal/mol. Gas phase experimental
vibrational frequencies are not available for these two radi-
cals except for the O–H and C=O stretch modes in trans-
HOC(=O).88, 89 The DFT-B3LYP/6-311G(2d,p) frequencies
(Table III) differ from the available experimental frequen-
cies by 141 cm−1 (0.40 kcal/mol) for the H–O stretch mode
and 29 cm−1 for the C=O stretch. We also compare the
DFT-B3LYP frequencies to recent high level ab initio anhar-
monic frequencies from CCSD(T)-based quadratic force field
calculations of Fortenberry et al.85, 86 All the DFT-B3LYP
frequencies for the two radicals agree with the CCSD(T)
frequencies to within 50 cm−1 (0.14 kcal/mol). The DFT-
B3LYP/6-311G(2d,p) harmonic frequencies are thus in very
good agreement with higher level theory and the limited ex-
perimental data. This provides additional validation of the
general quality of DFT-B3LYP/6-311G(2d,p) geometries and
frequencies, even though we identified some earlier failures
in alkynyl radicals.46 Once the ZPE and thermal correction
obtained from the DFT-B3LYP frequencies are added to the
HOC(=O) DFT-B3LYP energies, an energy difference of 0.9
kcal/mol separates the two conformers, with trans-HOC(=O)
remaining the more stable of the two. We study both
conformers further with MR wavefunction methods.

Table IV shows MRSDCI, MRSDCI-DS, MRACPF,
and MRACPF2 D0s for HOC(=O)–H, when considering
the two conformers of HOC(=O) as dissociation products.
The experimental D0s for this bond are 98.77 ± 0.16 and
97.00 ± 0.14 kcal/mol, respectively, for the cis and trans
HOC(=O) conformers.81 At the CAS(2e,2o) level, computed
bond energies appear fairly accurate (where values averaged
over MRSDCI, MRSDCI-DS, MRACPF, and MRACPF2 are
98.9 kcal/mol and 98.4 kcal/mol for the trans-HOC(=O) and
cis-HOC(=O) products, respectively). The CCSD(T) T1 di-
agnostics for trans-HOC(=O) and cis-HOC(=O) are 0.025
and 0.024, respectively, suggesting significant MR charac-
ter requiring a larger active space than the CAS(2e,2o). We
first considered the substantially larger CAS(8e,8o) active
space composed of C–H σ , C–H σ*, O–C σ , O–C σ*,

TABLE IV. D0s for HOC(=O)–H bond breaking to form either the
cis- or trans-HOC(=O) radical, comparing size-extensivity-corrected multi-
reference CI methods against CCSD(T) and experiment.

D0 (HOC(=O)-H) (kcal/mol)

cis-HOC(=O) trans-HOC(=O)

Method CAS(2e,2o) CAS(10e,9o) CAS(2e,2o) CAS(10e,9o)

MRSDCI 98.6 100.8 98.9 99.3
MRSDCI-DS 99.0 100.3 99.3 98.2
MRACPF 98.0 101.0 96.6 98.9
MRACPF2 100.1 101.3 98.7 99.3
CCSD(T) 99.8 97.9
ATcTa 98.77 ± 0.16 97.00 ± 0.14

aReference D0s were computed from enthalpies of formation from the Active Thermo-
chemical Tables.82

O=C σ , O=C σ*, O=C π , and O=C π* orbitals. How-
ever, the carbonyl O lone pair rotated into the CAS(8e,8o)
of the supermolecule and was therefore added to the ac-
tive space to form a CAS(10e,9o). Average computed D0s at
the CAS(10e,9o) level are 100.4 kcal/mol and 98.9 kcal/mol
for trans-HOC(=O) and cis-HOC(=O), respectively. Cal-
culations with the CAS(10e,9o) active space show slightly
larger deviations from experiment than calculations with
the CAS(2e,2o) active space and single reference CCSD(T).
Overall, the lower BDE predicted when forming the trans-
HOC(=O) conformer means that this conformer is the ground
state isomer for HOC(=O) for all MR approaches we
consider, in agreement with previous theoretical studies.

D. Formyloxyl radical (HC(=O)O) formation in acids
and esters: CAS(8e,6o) active space

1. Geometries and vibrational frequencies

Dissociation of RC(=O)O-R′ bonds leads to acyloxyl
radicals. Multiple near-degenerate orbitals in these radicals
complicate their electronic structure.90–98 For example, the
formyloxyl radical, HC(=O)O, has four near-degenerate or-
bitals (see right-hand side of Fig. 2 for the σ (b2 and a1) and
π (b1 and a2) orbitals of HC(=O)O). There are six unique
electronic states for HC(=O)O, each with a unique geome-
try: three σ radicals (2B2, 2A1, 2A′) and three π radicals (2B1,
2A2, 2A′′). Mixing between the 2B2 and 2A1 C2v states or the
2B1 and 2A2 C2v states produce the 2A′ and 2A′′ states, respec-
tively. The π states are higher in energy than the σ states and
are thus relatively unimportant in combustion, except perhaps
at very high temperatures (kBT = 3.0 kcal/mol at T = 1500 K
while ab initio theories (CASSCF, CASPT2, MRCI) predict
any of the π radicals are > 5 kcal/mol less stable than the 2B2

σ radical).90

Numerous ab initio methods qualitatively disagree on the
energetic ordering of states of HC(=O)O. Rauk et al.90, 91 re-
ported that HF yields an energy ordering of the states as 2A′

< 2B2 < 2A1. CASSCF(13e,11o) finds the states to be 2A′

< 2B2 but with the 2A1 state being a transient leading to de-
composition into H and CO2. Single reference MP2 predicts
three minima with 2A1 < 2B2 < 2A′ and, similarly, CASPT2
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FIG. 2. Formyloxyl orbitals are strongly correlated. Orbitals and occupa-
tion numbers for CAS(2e,2o), CAS(4e,3o), and CAS(8e,6o) active spaces for
HC(=O)O–H bond breaking (see Sec. IV D 2 for explanation). On the left
are active orbitals for formic acid at its equilibrium geometry and on the right
are the active orbitals for H atom and formyloxyl radical in the supermolecule
geometry.

finds 2A1 < 2B2, but with the 2A′ being a transition state
for isomerization from HC(=O)O (2B2) → HOC(=O) (2A1).
Both single reference and MR CI find that the ground state
structure is 2B2. Vibronical coupling between the low-lying
formyloxyl states complicates the experimental identification
of the true ground state.96, 99 Recent studies by Garand et al.96

using photoelectron velocity mapping spectroscopy aided by
CCSD(T)-based ab initio calculations determined that the 2A1

state is the global minimum structure and the 2B2 state is
slightly higher in energy by 0.9 kcal/mol. While it is not clear
that this work provides the definitive resolution to the dis-
agreements between ab initio methods, it appears that the true
ground state geometry of HC(=O)O has C2v symmetry and
that both 2B2 and 2A1 will be important at combustion tem-
peratures, which are typically above 600 K. Both states are
considered in what follows.

Up until now, our validations have focused on electronic
energies assuming DFT-B3LYP geometries and frequencies
are accurate. However, in an earlier study,46 we reported
that DFT functionals with exact exchange below a threshold
amount (e.g., less than 25% HF exchange in alkynyl radical

cases) can produce unphysical structures of alkynyl radicals.
In particular, DFT-B3LYP produced an unphysically bent
geometry for alkynyl radical. Here we investigate whether
DFT-B3LYP finds correct ground state geometries for
oxygenated radicals. To avoid the computational expense of
post-HF methods, Kieninger et al.95 sought to ascertain the
performances of various DFT approximations for formyloxyl
radical geometries. They found that the pure GGA XC func-
tional BLYP41, 42 and the hybrid XC-functionals B3LYP41, 42

and B3PW9141, 100 (each with 20% HF exchange) all predict
qualitatively similar state orderings as CASPT2 (2A1 < 2B2

< 2A′). We tested several DFT XC functionals ourselves and
found that the amount of exact exchange included definitely
affects the geometries obtained. We performed a scan of the
HC(=O)O PES along the OCO bond angle, i.e., here the OCO
angle is constrained at each point of the search while the
other degrees of freedom are allowed to relax. XC function-
als with more HF exchange (>50%) locate only the 2A′ state
as a stable structure while functionals with less HF exchange
(<27%) find the 2B2 and 2A1 states are stable structures with
nearly the same energies (Fig. 3). Here, it appears that less
exact exchange allows the molecule to (fortuitously) form the
experimentally observed C2v geometry, while the combina-
tion of higher amounts of exact exchange and no explicit treat-
ment of near-degeneracies via a MR theory favors the more
ionic, incorrect Cs geometry. Notably, DFT-B3LYP finds the
correct minimum geometries and transition states.

We further compare DFT-B3LYP frequencies to those
from higher level CASPT2 theory reported in the literature
(see Table V). Most DFT-B3LYP frequencies agree well with
CASPT2, again confirming that DFT-B3LYP produces rea-
sonably accurate frequencies. An exception is the H in-plane
wag of the 2A1 conformer (B3LYP: 103 cm−1, CASPT2:
642 cm−1). ZPEs agree well for 2B2 (within 0.1 kcal/mol)
but disagree by 0.7 kcal/mol for 2A1. Note also that the DFT-
B3LYP ZPE for 2B2 (12.1 kcal/mol) is higher than the 2A1

ZPE (9.8 kcal/mol) by 2.3 kcal/mol, again consistent with a

FIG. 3. DFT using exchange-correlation functionals with exact exchange
(X) greater than 50% (including Hartree-Fock theory) locate only the 2A’
state, while those with lower exact exchange correctly locate all three states
(2B2, 2A1, and 2A′). The lowest point of the potential energy curves for BHH-
LYP and B3LYP are referenced to zero on the vertical axis. Several function-
als or methods (X ≤ 27%: U-M06, UBLYP, UB3LYP; X ≥ 50%: UBHHLYP,
UM06-2X, UHF, ROHF) were tested. All exhibit behavior characterized by
either B3LYP or BHHLYP, respectively.
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TABLE V. Vibrational frequencies and zero point energies (ZPE) of
HC(=O)O conformers from DFT-B3LYP/6-311G(2d,p) and CASPT2/ANO
(Ref. 90).

Vibrational frequencies (cm−1)

2B2
2A1

Mode DFT-B3LYP CASPT2 DFT-B3LYP CASPT2

CO2 bend 646 624 664 653
CO2 asym. stretch 977 1008 1643 1669
H out of plane wag 1017 1150 841 830
H in-plane wag 1275 1287 103 642
CO2 symm. stretch 1453 1437 1200 1153
C–H stretch 3008 3053 2297 2392

ZPE (kcal/mol) 12.1 12.2 9.8 10.5

2A1 ground state. Overall, the DFT-B3LYP frequencies and
ZPEs are satisfactory.

2. Multiconfigurational nature of the formyloxyl
radical: Active space convergence

Breaking the weakest C–O bond in methyl esters (the
CH3–O bond) produces acyloxyl radicals.101, 102 These bonds
and the resulting radicals are therefore likely to be critically
important in biodiesel combustion chemistry. We elucidate
the multiconfigurational character of the HC(=O)O electronic
structure to guide our follow-on studies of acyloxyl radicals
in biodiesel methyl esters. Although energies from calcula-
tions with the CAS(2e,2o) active space appear reasonable for
MRACPF, the large errors from the other CI methods sug-
gests that the active space for this radical is actually not con-
verged until the CAS(8e,6o) active space (Fig. 2) is used
(Fig. 4). In particular, MRACPF2 results for CAS(8e,6o)
agree very well with experimental and ATcT values
(MRACPF2 D298: 111.5 kcal/mol; Expt. D298: 112 ± 3
kcal/mol from Luo;83 ATcT D298: 113.9 + 0.2 kcal/mol from
ATcT obtained by adding ATcT D0 = 112.53 kcal/mol and

FIG. 4. D298(HC(=O)O–H) as a function of active space size. The BDEs
converge at CAS(8e,6o) for all CI methods. CCSD(T) D298 is included for
comparison, in addition to the experimental D298 from Luo (“Expt.”)83 and
ATcT. The ATcT D298 was obtained by adding D0 computed from ATcT
enthalpies of formation to the DFT-B3LYP �H0->298.

B3LYP/6-311G(2d,p) �H0→298 = 1.4 kcal/mol). MRCI cal-
culations with intermediate CAS sizes may feature larger er-
rors, however. As discussed in detail below, including only
orbitals participating in σ -resonance as in the CAS(4e,3o)
leads to large errors while including the π -resonance is criti-
cal (as in the CAS(8e,6o)). Further increasing the active space
by adding the carbonyl O 2pσ lone pair electrons and orbital
in the CAS(10e,7o) (not shown in Fig. 2) has little effect
on the results. MRCI BDEs from CAS(8e,6o) calculations
are converged with respect to active space size and therefore
much more trustworthy than CAS(2e,2o) or CAS(4e,4o) re-
sults. These findings further demonstrate the sensitivity of the
MR approaches to active space sizes and the importance of
identifying a converged active space; while the latter is well
known, it never hurts to re-emphasize this point with more
data. CCSD(T)’s accuracy suggests that MR effects may be
less important than including enough higher level excitations
in the wavefunction. Indeed, the CAS(8e,6o) includes many
more excitations than the CAS(2e,2o). We note that the MRS-
DCI and MRACPF results agree very well with Luo’s tabu-
lated experimental value while CCSD(T) and MRSDCI-DS
agree more closely with ATcT-derived values.

Having determined that converged and accurate BDEs for
the formyloxyl producing bond require a CAS(8e,6o), we now
explain how these eight electrons are correlated within the six
orbitals. First, in the supermolecule geometry (Fig. 2, right
column), the CAS(8e,6o) wavefunction correlates σ orbitals
a1 and b2 by allowing electrons to excite from doubly occu-
pied a1 to the singly occupied b2. Since the 1s orbital of hy-
drogen is 10 Å away, it does not interact with the formyloxyl
a1 and b2 orbitals and retains an exact single electron oc-
cupation. Electronic occupations in the supermolecule show
that the doubly occupied π orbitals b1 and a2 are correlated
by the b1 π* orbital. Likewise, the σ orbitals and the elec-
trons residing in them are separately correlated from the π

orbitals and their electrons. This is because the s-like (σ ) and
p-like (π ) orbitals have different symmetries. Similarly, in the
formic acid equilibrium geometry (Fig. 2, left column), the
π O=C bonding orbital is correlated with the O=C π*. The
fractional occupations indicate that the oxygen 2p lone pair
of the non-carbonyl oxygen and the O=C π* are also corre-
lated. In the formic acid σ orbital set, the O–H σ and the O–H
σ* are correlated. As alluded to earlier, an oxygen lone pair
orbital is included in the equilibrium active space to be con-
sistent with the supermolecule active space. For consistency
with the latter, we included the oxygen 2p lone pair in our ini-
tial guess, but the CAS(8e,6o) optimization rotates the oxy-
gen 2s lone pair into the active space instead. Including both
oxygen 2s- and 2p- lone pairs gives rise to the CAS(10e,7o)
active space mentioned earlier, which only changes the MRS-
DCI and MRSDCI-DS/MRACPF/MRACPF2 D0 by 0.4 and
0.7 kcal/mol, respectively. Thus, the CAS(8e,6o)-derived
MRSDCI/MRACPF calculations were performed using eight
dominant references and give chemically accurate BDEs.75

V. CONCLUSIONS

Our analyses establish the MRCI-based methods and ac-
tive space levels needed to accurately determine BDEs in
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various bonds of oxygenated compounds. We benchmark our
results against experimental or ATcT data and CCSD(T) cal-
culations for BDEs. MRSDCI is consistently less accurate
than MRSDCI-DS, MRACPF, and MRACPF2 for calculating
BDEs in alcohols, aldehydes, acids, and esters due to size-
extensivity errors, even in small molecules. In many cases,
CAS(2e,2o) active spaces are suitable to calculate accurate
BDEs, especially those of alcohols. In situations involving
more complicated electronic structure, larger active spaces
are needed to obtain reasonably accurate BDEs. To properly
describe π -resonance in the resulting radical, a CAS(4e,4o)
active space is necessary for C–H and C–C bonds β to
C=O and a CAS(8e,6o) active space is needed for breaking
bonds producing acyloxyl radicals. Based on the accuracy of
CCSD(T), the larger active space may not always be needed
to capture multiconfigurational character but rather to recover
contributions from (disconnected) higher order excitations.

We have also discussed how MRACPF is highly sensitive
to inadequacies in active space size and in fact may be used
to verify the sufficiency of active space size due to this
sensitivity. MRACPF2 is the most accurate of all CI methods
tested, achieving chemical accuracies in BDE predictions,
while correctly accounting for MR character encountered
during bond-breaking processes. Thus, for computations of
entire PESs we recommend using MRACPF2 calculations,
of course with adequately sized active spaces. Our results es-
tablish the toolset ultimately needed for future investigations
of the entire bond breaking/forming process and of other
combustion-related chemical reactions.
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