
 

Localized Intervalley Defect Excitons as Single-Photon Emitters in WSe2

Lukas Linhart,1 Matthias Paur,2 Valerie Smejkal,1 Joachim Burgdörfer,1 Thomas Mueller,2 and Florian Libisch1
1Institute for Theoretical Physics, Vienna University of Technology, 1040 Vienna, Austria, EU

2Institute of Photonics, Vienna University of Technology, 1040 Vienna, Austria, EU

(Received 5 April 2019; published 30 September 2019)

Single-photon emitters play a key role in present and emerging quantum technologies. Several recent
measurements have established monolayer WSe2 as a promising candidate for a reliable single-photon
source. The origin and underlying microscopic processes have remained, however, largely elusive. We
present a multiscale tight-binding simulation for the optical spectra of WSe2 under nonuniform strain and
in the presence of point defects employing the Bethe-Salpeter equation. Strain locally shifts excitonic
energy levels into the band gap where they overlap with localized intragap defect states. The resulting
hybridization allows for efficient filling and subsequent radiative decay of the defect states. We identify
intervalley defect excitonic states as the likely candidate for antibunched single-photon emission. This
proposed scenario is shown to account for a large variety of experimental observations including
brightness, radiative transition rates, the variation of the excitonic energy with applied magnetic and electric
fields as well as the variation of the polarization of the emitted photon with the magnetic field.
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Transition metal dichalcogenides (TMDs) have attracted
considerable interest over the last decade. A direct band
gap in the monolayer case [1,2], extremely large excitonic
binding energies in the order of 300–500 meV [3,4] and
valley as well as spin selective optical transitions due to the
D3h symmetry [5] make these materials very promising
candidates for optical devices [6,7]. Single-photon emitters
(SPEs) in WSe2 are among the most intriguing candidates
for such future optical applications attracting considerable
attention in the field of two-dimensional materials [8–25].
Single-photon emitters promising photon emission “on
demand” are key building blocks for optoelectronic and
photonic-based quantum-technological devices, e.g., for
generating entangled photons [26].
SPEs in WSe2 emit antibunched light from highly

localized spots in suspended WSe2 flakes featuring a
narrow linewidth (down to 100 μeV) and an intricate fine
structure (for a review see Ref. [27]). A large number of
experimental investigations have provided key insight to
help unraveling the puzzle of the microscopic origin of
SPEs. The prominent observation of SPEs in regions of
enhanced strain, for example, close to pillars suspending
the WSe2 membrane [15–17,22], points to the crucial role
of locally nonuniform strain. The large defect density in
WSe2 also seems to play a role in the formation of SPEs
[17]. The appearance of doublets in the optical spectra—
i.e., single-photon emission lines with energy spacing up to
1 meV—has been attributed to the exchange interaction
between excitons but the underlying mechanism has
remained an open question. While in some early studies
some SPEs were found to be only weakly dependent on the
magnetic field, in most measurements an unexpectedly

large effective g factor ranging from 8 to 13 was observed
[9–11,19–21,25]. Several groups observed exciton doublets
with a zero field splitting in the range of 0.2 to 1 meV [9–
13,16,19,21–24]. For SPEs emitting from the same region,
measurements find correlated polarizations, some prefer-
entially parallel to each other [10,12,24], while others
feature pairs with orthogonal polarization, in particular for
doublets [10,13,19,23,24]. Equally puzzling, both linear
and quadratic Stark shifts with applied electric field were
recently found for different SPEs [13,18,25]. On an even
more fundamental level, there is no clear picture as to why
a SPE in such a nanostructure possesses a brightness
large enough to be measured at all. The latter suggests a
remarkably large optical transition rate of the emitting state
and a highly efficient repopulation subsequent to the
photon emission. A detailed microscopic model of the
processes involved has remained elusive.
In this Letter we present a multiscale simulation for

WSe2 with locally varying strain and in the presence of
point defects. We employ a tight-binding model for the
electronic structure on a single-particle level and a Bethe-
Salpeter approach to account for two-particle interaction
effects. From this simulation the following microscopic
scenario for the origin of SPEs emerges: strongly nonuni-
form strain variations (e.g., near the tip of pillars [16]) result
in the lowering of excitonic energies in the strained region
[28] forming a weakly localized exciton [Fig. 1(a)]. In the
presence of a point defect in this region, hybridization
with a strongly localized defect level in the band gap leads
to the formation of a novel electron-hole pair configu-
ration termed intervalley defect exciton for which the
broken valley symmetry allows efficient radiative decay
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[Fig. 1(b)], the key prerequisite for a SPE. Within this
scenario we are able to quantitatively reproduce measure-
ments of the SPE fine structure, magnetic-, and electric-
field behavior as well as the polarization of the emitted
light. The present simulation provides the theoretical
underpinning of previously suggested qualitative models
[16] and a consistent guide through a diverse array of
seemingly contradictory observations.
The starting point of our description on the single-

particle level is a multiscale approach employing density
functional theory (DFT) calculations [29,30] to determine
the input parameters of a subsequent tight-binding simu-
lation [31–35] of nonuniformly strained WSe2 crystals with
a size of ≈30 × 30 nm2, substantially larger than the
suggested size of excitons [36]. This approach circumvents
the need for fitting parameters by projecting onto Wannier
orbitals [37,38] at different strain amplitudes and interpo-
lating the tight-binding interactions for locally varying
strain configurations (for details see the Supplemental
Material [39]). The resulting single-particle eigenstates
feature, indeed, strain-localized electronic excitations that
originate from the bulk conduction band. We therefore
denote these states by jci. The corresponding excitonic
states also localize near the local maximum of the strain
amplitude [Fig. 2(a) and Supplemental Material [39]].
The larger the strain, the more deeply the states get trapped
near the center of the strain pattern [Fig. 2(c)]. We find
s-like radially symmetric states jci and jvi evolving from
the localization of the bulk conduction and valence bands
that are twofold (valley) degenerate [Fig. 2(a)]. The spatial
variation of the energy of the conduction band and
excitonic states [Fig. 1(a)] due to strain suggests the

“funneling” of conduction band occupation into these
strain-localized excitonic states [16]. The present results
are found to be largely independent of the details of the
strain pattern as long as the local variation of strain is
sufficiently smooth such that intervalley scattering remains
negligible. The highest-lying valence states are spin polar-
ized hvKj↑i ≈ 1 and largely consist of atomic tungsten
dx2−y2 and dxy orbitals while the lowest-lying spin-polarized
conduction band states hcKj↓i ≈ 1 are spanned by tungsten
dz2 orbitals [40]. These states can be clearly associated with a
well-defined valley quantum number, showing that the valley
symmetry is preserved for these states under strain. Our
model thus reproduces the well-known spin-valley locking
in TMDs [5]. Spin-valley locking strongly influences the
optical properties ofWSe2: in contrast to molybdenum based
TMDs, the exciton in WSe2 is “dark” since optical intra-
valley transitions are spin forbidden, with the spin allowed
transition several tens of meV higher in energy, while
intervalley transitions (e.g., K → K0) are valley forbidden
[41] [Fig. 1(b)]. Consequently, direct optical transition from
the exciton to the ground state are blocked, raising intriguing
questions as to the origin of the observed strong single-
photon emission.
Unraveling the spin-valley locking by a local symmetry

breaking through the ubiquitous presence of defects
appears key to understanding and describing SPEs in
WSe2. Defect densities for prototypical WSe2 flakes are
estimated at 1010–1013 cm−2, resulting in approximately
one defect per 103–105 atoms [17,42]. Our model flake
contains ≈30 000 atoms. We thus include a single

funneling

strain

defect

(a) (b)

FIG. 1. Schematic illustration of single-photon emitter in
WSe2. (a) Real space representation: a free exciton is created
(dark red arrow), strain efficiently funnels excitons with the
electron in the bright (solid black line) and dark (dashed black
line) conduction band down in energy towards the strain
maximum near r0 due to the strain-dependent band gap. Mixing
of the strain-localized dark exciton with a defect state leads to the
formation of a strongly localized defect exciton. (b) Reciprocal
space: while dark strain-localized exciton states (dashed) remain
dark, hybridization with a point defect (horizontal cyan line)
breaks the valley selectivity and leads to efficient photoemission
(dark blue and yellow arrows).

(c)

(d)

(a)

(b)

FIG. 2. Wave function and energies of strain-localized states
within a single-particle picture: Real space representation of (a) a
strain-localized state jci emerging from the conduction band and
(b) strongly localized vacancy defect state jdi. (c) Energy shift
and mixing between strain-localized exciton jc; vi (black) and
two strongly localized defect excitons jd1; vi (red) and jd2; vi
(green) as a function of strain. (d) Optical oscillation strength of
excitonic states as function of strain. When jc; vi and jdi; vi, with
defect level index i ¼ 1, 2, approach each other the jdi; vi exciton
becomes bright. Each defect exciton spans a 4 × 4 subspace
[Eq. 1(b)] with two optically active transitions (double lines).
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prototypical point defect. Larger strained regions in exper-
imental flakes could include hundreds of defects. We
specifically consider either a single or a double Se vacancy.
While both break the in-plane translational symmetry,
single Se vacancies also break the out-of-plane inversion
symmetry while the latter is preserved by the double
vacancy. The simulation yields strongly localized defect
levels jdii, i ¼ 1, 2 [Fig. 2(b)], with energies below the
conduction band, i.e., an electronlike state at normal doping
[Fig. 2(c)]. Critical for single-photon emission is a strain-
induced hybridization with the conduction band. In the
following we therefore focus on the defect level jd1i which
shows the strongest hybridization. It features two spin
states (jd↑i, jd↓i, where we have dropped the index 1 for
brevity), but no well-defined valley polarization due to its
strong localization. While also other specific defect types
have been proposed as possible origins of SPEs [25,43,44],
we note that the presence of any valley symmetry breaking
defect seems sufficient, as long as it results in a localized
state near the defect site energetically close enough to the
bottom of the bulk conduction band to allow hybridization
due to strain [Fig. 1(a)].
The present one-particle description of a WSe2 mono-

layer crystal that is locally strained and decorated with a
point defect is now the starting point for inclusion of two-
particle interactions. For the solution of the Bethe-Salpeter
equation (BSE) [45] we employ our one-particle wave
functions to form a particle-hole basis jcj;vii¼ jcie⨁jvih,
with particle state jcji and hole state jvii, where the index
(i; j) refers to the valleys (K, K0) the states are associated
with. Since the excitonic states of interest are energetically
well separated from the conduction and valence band
continua and spatially localized, we restrict ourselves to
the two-particle space spanned by

fjcKvKi; jcK0vKi; jcKvK0 i; jcK0vK0 ig ð1aÞ

and furthermore include defect excitons

fjd↑vKi; jd↓vKi; jd↑vK0 i; jd↓vK0 ig: ð1bÞ

We solve the BSE-type equation

Htpjci; vji ¼ Ejci; vji; Htp ¼ ðϵci − ϵvjÞδii0δjj0 þ Ξ
ci0 ;vj0
ci;vj ;

ð2Þ

where Ξ
ci0 ;vj0
ci;vj ¼ W

ci0 ;vj0
ci;vj − V

ci0 ;vj0
ci;vj is the BSE interaction

kernel, W is the direct part, and V the indirect contribution
[46] (for details, see Supplemental Material [39]). The
direct partW of the two-particle interaction shifts the states
downwards in energy by ≈100–500 meV depending on the
value chosen for the dielectric constant (we use ε=ε0 ¼ 10
in the following [47]). We find no qualitative change when
considering an even larger basis for solving the BSE

equations (see Supplemental Material [39]). We neglect
nonlocal screening present in 2D materials [48], as it does
not significantly affect our results (see Supplemental
Material [39]). Shifts of this order of magnitude are
consistent with experimentally observed excitonic binding
energies. While the indirect contribution V is at least 2
orders of magnitude smaller, it is key to understand the
fine structure of SPE spectra. The direct term W does not
lift the degeneracy since spin or valley locking allows only
for nonvanishing Hartree-like diagonal terms. In the
absence of defects, spin or valley locking prohibits also any
nonvanishing off-diagonal contributions for V for strain-
localized excitonic states fjc; vig (in contrast to bright A
excitons [49]). Only in the presence of defects with
particle-hole states fjd; vig off-diagonal contributions,
and, thus, fine-structure splittings of the excitonic states
as observed in experiment arise. The following scenario
for bright excitons emerges: diagonalizing the BSE
Hamiltonian [Eq. (2)] in the subspace of Eq. (1b) and
thereby neglecting the hybridization between the defect
state and the strain localized states jci yields localized
intervalley defect excitonic (IDE) states approximated by

jIDE�i ≈
1
ffiffiffi
2

p ðjd↑ð↓ÞvKðK0Þi � jd↓ð↑ÞvK0ðKÞiÞ. ð3Þ

These IDE states appear in doublets (�) with an energy
splitting of Δ0 ≈ 0.8–2 meV, well in the experimentally
observed range. Thus, the defect breaking the valley
symmetry leads to the formation of doublets [Eq. (3)] with
an energy spacing given by the exchange splitting. We note
that inclusion of the hybridization of defect states with the
strain localized states jci by diagonalization of the BSE
Hamiltonian in the full 8 × 8 space [Eq. (1)] can give rise to
pairs of coupled doublets, possibly accounting for recent
observations [19,24] (see Supplemental Material [39]).
The IDEs [Eq. (3)] are efficiently populated by the

locally varying strain that shifts free “bulk” excitonic states
jc; vi in energy towards defect excitonic states jd; vi
[Fig. 1] thereby effectively funneling population into
IDEs. Most importantly, the formation of defect excitons
is accompanied by a dramatic increase in optical transition
strength (or reduction in radiative lifetimes) when jc; vi
and jd; vi approach each other in energy [Fig. 2(d)]. While
the transition strength of “bulk” excitons jc; vi, even in the
presence of strain, is of the order of 107 s−1 and thus too
small to serve as an efficient photon emitter, the hybridi-
zation with the defect state, which breaks the valley
locking, increases the transition strength by about two
orders of magnitude to 109 s−1. The corresponding radi-
ative lifetime, which is of the order of nanoseconds, is in
good agreement with experiment. These predictions are
robust against variations of the defect model or the strain
pattern. In turn, spatially separating the defect from the
strained region decreases the transition rate as the overlap
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between strain-localized excitons jc; vi and the excitonic
defect state jd; vi decreases.
The present model of localized IDE states as a source of

SPEs allows us to make detailed predictions for the
response, both in energetic position and polarization to
magnetic and electric fields without resorting to any
adjustable parameter. With increasing magnetic field
perpendicular to the crystal (Faraday configuration) the
zero-field exciton formed near a Se vacancy defect under-
goes a well-known pronounced avoided crossing [Figs. 3(c)
and 3(d)] with splitting ΔðBÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2

0 þ ðμ0geffBÞ2
p

and Δ0

the zero-field splitting of the IDE doublet [Eq. (3)], in
excellent agreement with several measurements of the
magnetic field evolution of SPE doublets [9–13,16,17,
21–25]. The linearly polarized exciton at B ¼ 0 [right-
handed (σþ) and left-handed (σ−) emission being equal]
approaches circular polarization with increasing magnetic
field [Figs. 3(c) and 3(d)] as for the free exciton [5]. Above
≈2 T these high-field excitons can again be associated with
well-defined valley quantum numbers. In the high-field
regime the magnetic response becomes linear. Controlled
by the orbital magnetic moment of the states jci and jvi

associated with conduction (valence) band states near the
KðK0Þ points μ ¼ �4.4μ0 (�3.5μ0) for jvKðK0Þi with
opposite sign for the two valleys, as they are connected
by time reversal symmetry (similar to Ref. [50]). By
contrast, a defect strongly localizes on a few atomic sites
and hardly contributes to the shift with magnetic field.
Therefore, the defect exciton with an effective g factor of
geff ¼ 2 × 4.4 ¼ 8.8 displays a much smaller (larger)
Zeeman shift than the bulk intervalley exciton jcK; vK0 i
(intravalley excitons jcK; vKi) with an geff ¼ 2 × ð4.4þ
3.5Þ ¼ 15.8 (geff ¼ 2 × ð4.4 − 3.5Þ ¼ 1.8) [see Fig. 3].
A g factor of 15.8 was recently reported for localized
states in valley-aligned TMD heterobilayers [51], further
supporting our calculations.
We could not yet identify a systematic pattern that would

connect the polarization axis with the lattice orientation or
the strain gradient. However, our model allows for definite
predictions for the correlation between the polarization
axes of SPEs residing in close spatial proximity on the
flake: the two lines from the doublet (IDE�) have polari-
zation axes orthogonal to each other [Fig. 3(e)] while
excitons stemming from different intragap states of one
single defect feature linear polarization with the polariza-
tion axis parallel to each other as the lattice distortions (and
therefore the relative weights of the dipole matrix elements)
are similar. These results suggest an explanation for the
seemingly contradicting measurements regarding either
parallel or orthogonal relative linear polarizations of spatially
close SPE peaks.
Turning now to the dielectric response to an external

electric field F oriented perpendicular to the plane of the
WSe2 crystal, a wide array of different experimental results
have been reported. Parametrizing the energy shift of the
SPE as E ¼ E0 − μFF − 1

2
αF2 with μF the electric dipole

moment and α the polarizability, both linear and quadratic
Stark shifts have been observed with μF ranging from 0.05
to 10 Debye and α from 0.1 to 1000 Å3 [13,18,25]. The two
prototypical point defects treated by our model, the single

(a)

(c) (d)

(b)

FIG. 3. Magnetic field dependence of energy and polarization
of localized excitons. (a) Without a defect. (b) Schematic
illustration of possible transitions and the calculated effective
g factor of single particle states. All transitions are dark (dashed
arrows) for the defect free case, while IDEs are optically active
(colored arrows). Simple Zeeman splitting of jcKðK0Þi and jvKðK0Þi
in the absence of strain, together with the corresponding effective
g factors. (c)–(d) Double Se vacancy (see Supplemental Material
[39] for single vacancy). (c) Right-handed [(d) left-handed]
circularly polarized emission σþ [σ−] as a function of the
magnetic field. Color scheme of the line marks the intensity
of the transition by projection on the corresponding polarization
vector J⃗ ¼ σþ [J⃗ ¼ σ−]. (e) Polar plot of the linear polarization of
the emitted light as a function of the polarization angle.

(a) (b)

.

FIG. 4. Stark shift of SPE. (a) For a single Se vacancy
(inversion symmetry breaking defect). (inset) Side view of the
WSe2 layer with a vacancy (red). Color scheme as in Fig. 3. For a
double Se vacancy (symmetry preserving) defect, dashed lines
are calculated with an additional magnetic field (5 T). Black
arrows indicate the evolution of each state with magnetic field.
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Se vacancy breaking the out-of-plane inversion symmetry
and the double Se vacancy preserving this symmetry,
pinpoint the origin of such diverse results. With the out-
of-plane inversion symmetry broken by a single Se
vacancy, we find a pronounced linear Stark shift with
μF ¼ 0.25 D [Fig. 4(a)]. For a double vacancy we observe
only a quadratic Stark effect with α ¼ 2.1 Å3 [Fig. 4(b)].
Our results fit well to a linear-response model which
estimates the Stark shift based on the density difference
in the top and bottom Se layer. For the present single Se
vacancy the density asymmetry is about 1%, allowing for a
significantly larger μF, well within the experimental range.
In summary, we have developed a microscopic model for

bright single-photon emitters in WSe2 and have identified
intervalley defect excitons as likely candidates for strong
photoemission. The interplay between strain and point
defects enables the efficient funneling of bulk excitons
near the KðK0Þ point into localized defect excitons. The
broken lattice symmetry by the point defect breaks the spin-
valley locking thereby opening the door to a large optical
transition strength, a key prerequisite for bright photon
emission. The broken valley symmetry also gives rise to an
intervalley mixture of the defect exciton, explaining the
splitting in doublets at zero magnetic field. The predicted
dielectric and paramagnetic response of the inter-valley
localized defect excitons is consistent with a large number
of experimental observations. The model is also capable
of predicting the variation of the polarization of the SPE
photons with applied magnetic field. On a broader scope,
our work suggests tailoring the interaction between delo-
calized and localized states in low-dimensional systems by
combining strain and point defects. This concept could
yield further applications in engineering the properties of
low-dimensional materials. Some intriguing questions,
however, remain open. Among them are the statistics of
energy and brightness fluctuations of the SPE, the con-
clusive identification of the dominant defect type, and
the kinetics of the repopulation by the funnel. Addressing
these questions is key to controlling single-photon emission
from WSe2 for quantum optics and quantum information
applications.
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