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“Gott wiirfelt nicht!”
“God does not throw dice!”

Albert Einstein, Solvay conference, Brussels, 1927

“Héren Sie endlich auf, dem Herrgott Vorschriften zu machen.”
“Nor is it our business to prescribe to God how He should run the world.”

Niels Bohr, ibid.



Quantentransport und

Eigenzustande
mesoskopischer Systeme

Abstract in german - Deutsche Kurzfassung

Mesoskopische Systeme, das heifit Systeme von der Grofenordnung weni-
ger pum, unterliegen der durch die Quantentheorie beschriebenen Wellennatur
physikalischer Phanomene. Zum Beispiel muss der Transport von Elektro-
nen durch solche Strukturen durch eine Wellengleichung, die Schrodinger-
gleichung der Quantentheorie, beschrieben werden.

Grofle Fortschritte in der Fertigung kleiner und kleinster Bauelemente
in der Halbleitertechnologie ermoglichen mittlerweile die Herstellung von
Mikrostrukturen, deren Dynamik durch die Wellennatur der Elektronen bes-
timmt wird. Gleichzeitig liefert die erstmalige experimentelle Darstellung
eines monoatomaren, hexagonalen Kohlenstoffgitters, genannt Graphen, neue
Materialien, die zum Beispiel den Quanten-Hall-Effekt bei Raumtemperatur
zeigen. Damit sind die Konsequenzen der Wellennatur der Elektronen direkt
iiber Transportmessungen nachvollziehbar.

Die theoretische Beschreibung zweidimensionaler Leiterstrukturen ist nu-
merisch und analytisch bereits weit fortgeschritten. Als Beispiel sei die
rekursive Greensfunktionsmethode (RGM) erwéhnt [1, 2, 3, 4, 5], bei der
komplexe Streugeometrien in einzelne Streifen zerlegt werden, deren Greens-
funktion durch direkte Inversion berechnet werden kann. Schrittweise wer-
den diese Streifen dann aneinandergehangt. Fir den Vergleich mit dem
Experiment sind allerdings Effekte durch raue Umrandungen, im Material
vorhandene Gitterfehler und Storstellen essentiell. Diese Effekte erfordern
numerische Losungen, die oft entweder sehr zeitaufwandig oder auf sehr
spezielle Probleme zugeschnitten sind. Ziel dieser Arbeit ist daher die En-
twicklung und Anwendung eines flexiblen, leistungsfahigen Verfahrens zur
Beschreibung der Quantentransporteigenschaften unterschiedlichster Materi-
alien. Zu diesem Zweck stellen wir im ersten Teil dieser Arbeit eine effiziente
Methode vor, die es erlaubt, die Greensfunktion rechteckiger Module fiir
eine grofle Klasse verschiedener Materialien auszurechnen sowie diese Mod-
ule dann in beliebiger Anzahl und Reihenfolge zusammenzufiigen. Die so
erhaltene Greensche Funktion der Streugeometrie kann nun verwendet wer-
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den, um die Transmission, das Schrotrauschen oder die Streuzustande der
Streugeometrie auszurechnen.

Im zweiten Teil der Arbeit benutzen wir das vorgestellte Verfahren fiir
die Beschreibung der elektronischen Struktur und der Transporteigenschaften
von Graphen sowie von Normal-Supraleiter-Hybridstrukturen. Fiir beide
Systeme existieren vereinfachte Modellbeschreibungen, die im ersten Fall auf
der Dirac-Gleichung, im zweiten Fall auf der semiklassischen Quantisierung
periodischer Bahnen beruhen. In beiden Fallen prasentieren wir Effekte, die
im Rahmen der vereinfachten Modellbeschreibungen nicht verstanden wer-
den konnen. Wir diskutieren die Griinde fiir dieses Versagen und bieten
alternative Beschreibungen an.

Die Arbeit schlieft mit einer Zusammenfassung sowie einem Ausblick auf
zukiinftige Projekte.
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List of acronyms

AB Andreev billiard
AT arbitrary units
BOS . Bardeen-Cooper-Schiefer
BdG .. Bogolioubov-de Gennes
BS Bohr-Sommerfeld
DE T density functional theory
DO density of states
IRAL ... implicitly restarted Arnoldi-Lanczos algorithm
MRGM ..., modular recursive Green’s function method
NN nearest neighbor
STM o scanning tunneling microscope
SW D Stone-Wales defect
B tight-binding
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Chapter 1

Introduction

Mesoscopic phase-coherent devices have become popular systems to investi-
gate a wide variety of physical effects. The term “mesoscopic” in this context
refers to the size of these systems, which exceeds microscopic dimensions but
still lies below the inelastic mean free path (/;). In this regime, phase coher-
ent scattering can be realized at low temperatures. As a consequence, the
wave nature of the electron plays an important role: quantum confinement
and interference effects result in unique material properties as well as new
challenges for device engineering on the sub-micrometer scale. Applications
of quantum interference effects include the realization of “qubits” based on
either superconductor-normal conductor contacts [6] or carbon-based atom-
ically thin membranes [7], high-precision interference-based metrology [8],
high-mobility nanoelectronics [9], single-electron transistors [10], and tun-
able semiconductor lasers [11].

Recent advances in the preparation of carbon-based two-dimensional thin
films [9, 12] have made available true two-dimensional systems to study ex-
perimentally. This novel material, called graphene, makes possible the ob-
servation of the integer quantum Hall effect at room temperature for the first
time [13]. The reason for this is its unique bandstructure near the Fermi edge,
that closely mimics the linear dispersion relation of the free Dirac equation
for massless fermions. Indeed, relativistic effects such as the Klein tunnel
paradox seem to be replicated in graphene, with the notable feature that
the involved energy scales are easily accessible in the laboratory, without
requiring the creation of particle-antiparticle pairs. Yet, the physics of gra-
phene is governed by electrons moving through the atomic orbitals of carbon
atoms at 0.003 times the speed of light, rather than at relativistic speeds.
The interplay between the Dirac-like dispersion relation and the hexagonal
carbon lattice generates an interesting variety of physics all by itself. We
therefore investigate the eigenstates of realistic graphene-based nanodevices,



and show in which ways they differ from expectations based on the Dirac
equation. We explore effects that are not included in a simple Dirac-based
model, e.g. lattice defects that introduce scattering potentials with character-
istic length scales of the order of the lattice constant. In open graphene-based
devices, these defects break the close correspondence to the Dirac equation,
and lead to enhanced backscattering. We quantitatively assess the amount of
scatterers as well as the quality of the degree of correspondence to the Dirac-
equation. In such a way, we can understand why certain transport properties
of graphene nanoribbons, e.g. the formation of size-quantization plateaus in
transport experiments, remain elusive in experimental investigations.

In contrast to the perfect two-dimensional graphene lattice, semiconduc-
tor heterostructures employ differently doped materials to confine electrons
to a (nearly) two-dimensional region: at the boundary between GaAs and
GaAlAs it is nowadays possible to confine electrons to a two dimensional
electron gas with mean free paths up to 10um [3, 14]. Furthermore, the fab-
rication of specific device geometries is readily possible, resulting in quasi-
two-dimensional quantum billiard structures which ideally feature flat poten-
tial wells confined by hard wall boundaries. These quantum billiard systems
serve as paradigms for simple Hamiltonian systems featuring complex dy-
namics [15] and have been investigated both experimentally [16][17] as well
as theoretically [18][19]. Measurements show that the conduction through
semiconductor heterostructure devices is, indeed, governed by interference
effects due to the shape of the confining boundary rather than the inelastic
mean free path [16, 20]. Depending on the geometry, a quantum billiard may
thus feature either regular or chaotic dynamics. The distinction between reg-
ular and chaotic motion is an important concept in classical physics. The
study of chaotic quantum billiards thus yields valuable insight into the ques-
tion how these classical concepts on chaoticity translate into quantum me-
chanical properties such as the distribution of eigenenergies or transmission
eigenvalues.

When a quantum billiard is brought into contact with a superconductor,
phase-coherent scattering of electrons into holes occurs [21]. The dynamics
of electrons and holes thus become connected at the superconductor. The
dynamics of the resulting superconductor-normal conductor hybrid structure
features an exceptionally strong quantum-classical correspondence which al-
lows to make surprisingly accurate classical estimates for the quantum me-
chanical density of states. As a consequence, these systems are ideally suited
to investigate questions of quantum-classical correspondence and the applica-
bility of semiclassical approximations. We discuss the origin of discrepancies
between semiclassical models and quantum mechanical calculations. Quan-
tum diffraction and the finite Fermi wavelength result in corrections, that



eventually lead to a breakdown of semiclassical approximations.

All system described above are described by a wave equation. They dif-
fer, however, in boundary conditions, dispersion relations, or in the type of
interactions involved. Yet, the same type of wave phenomena govern the
underlying physics. It is therefore desirable to have a set of numerical tools
available to describe eigenstates and transport properties of these systems,
without the need for a new algorithm for each different case. The aim of
this thesis is to present a flexible, numerically powerful, and reliable tool
set to efficiently calculate essential quantum-mechanical properties of a wide
range of mesoscopic systems governed by a wave equation: We are inter-
ested in the properties of individual eigenstates, the density of states and the
bandstructure, transport properties and scattering states. We show how the
complex, and sometimes counterintuitive results of quantum theory can be
understood within the framework of semiclassical approximations or ideal-
ized models, and in which parameter range these models remain applicable.
Additionally, we point out what further physical properties of phase-coherent
systems can be investigated beyond simple approximations.

This thesis is divided into two parts. In the first part, we present the nu-
merical tool set used to describe the above systems: discretization techniques
provide an efficient way to reduce the continuum problem to a matrix form
that can be handled numerically. The spectrum of the system, and hence the
density of states, can be calculated using matrix diagonalization routines. To
describe transport through open structures, we present a modular Green’s
function technique suitable to describe quantum transport through different
materials. For both of these problems (closed and open systems), we develop
techniques to directly calculate the associated wave functions.

In the second part of this thesis, we present a detailed analysis of the
physics of two types of structures: (i) graphene-based nanostructures, and
their bandstructure and (ii) superconductor-normal conductor hybrid struc-
tures, their semiclassical description and its limitations. Whenever the tech-
nical details of a particular problem threaten to obscure the visibility of the
underlying physics, we have moved them to the Appendix. Additionally, to
create a complete reference, all formulae used in the different steps of the
Green’s function formulation are provided.

Finally, we give an outlook on current and future projects. As an ex-
ample, we briefly discuss the time-evolution of wave packets in large-scale
model systems of quantum mechanics. We conclude the thesis with a short
summary.



Part 1

Method and first numerical
results



Chapter 2

Mesoscopic devices

The aim of this work is to investigate the physics of phase-coherent devices,
that explore the wave nature of quantum mechanics. To describe quantum
interference phenomena in realistic devices, one has to resort to numerical
techniques. The first step in the numerical treatment of a real-world device
is to capture the underlying physics in a mathematical model that can be
solved on a computer. We want to describe a wide variety of different meso-
scopic structures, featuring different media, bandstructures and potential
landscapes. To achieve this flexibility, we introduce the tight-binding (TB)
approximation, which we will use to translate the Hamiltonian of a periodic
lattice structure to a matrix equation. We will discuss the advantages and
limitations of the TB approach, and investigate how the material properties
of a solid are represented by the TB parameters. As we will demonstrate,
the TB approach can also be successfully applied to solve continuous wave
equations, where an artificial TB grid accurately reproduces the continuum
equation in the limit of many grid points.

2.1 Tight-binding approximation

To describe the physics of mesoscopic systems, we solve the Schrodinger
equation (i.e. a wave-equation)

H™P |T) = E|T) (2.1)

where H™P is the many-particle Hamiltonian of the periodic lattice of a solid.
We consider the geometry of the lattice (i.e. the position of the nuclei) fixed,
and only treat the dynamics of the electrons. H™P then consists of the
kinetic energies of all electrons, their interactions V=, and the potential of



the individual lattice atoms V&,

2
HEP — Z 2p_nie 4 Z Viat + % Z Vj‘;.l,_ol (2.2)
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To solve the Schrodinger equation with a Hamiltonian of the form (2.2) is
a challenge already for as few as two electrons. The Hartree-Fock equations
(see e.g. [22], chapter 3) consist of an iterative procedure to self-consistently
approximate the ground-state of a many-particle system. Density functional
theory (DFT) replaces the many-particle wavefunction by an effective elec-
tron density to calculate the lowest-lying eigenstates of many-body systems
(for a short introduction, see e.g. [22], chapter 6). We will not treat electron-
electron interactions, but rather use the independent electron approxima-
tion [23]: the many-particle Hamiltonian H™P is replaced by a single-particle
Hamiltonian H of one electron moving through the crystal lattice. The inter-
actions between electrons V= are represented by an effective one-electron

potential U(r),
2

H = 21;% +3 V) + Ur). (2.3)

Replacing all electron-electron interactions by a potential may seem, at first
glance, like a crude simplification that only works for weakly interacting elec-
trons. However, the single electron approximation is remarkably successful
in spite of the presence of V¢~¢. This can be understood based on argu-
ments by Landau [24]: due to the Pauli exclusion principle, the available
phase space for inelastic electron-electron scattering is quite small (as most
states below Er are already occupied). As a consequence, the scattering rate
is drastically reduced. Therefore, at least for levels close to Fp, electron-
electron interactions do not appear to invalidate the independent electron
picture. The major corrections due to finite V= rather modify the elec-
tron dispersion relation F(k) (which is accounted for by the potential U(r)).
Therefore, we do not attempt to derive E(k) [or U(r)] for the materials we
consider, but rather take ab-initio DFT calculations as a starting point of
our calculations, as outlined below. In such a way, we do include corrections
(to first order) to a naive single-electron picture.

To treat the Hamiltonian (2.3), we use the framework of the tight binding
approximation, a widely-used formalism to translate the partial differential
one-particle Schrodinger equation on a lattice to a set of matrix equations
that can easily be handled numerically. The key assumption is that electronic
orbitals in a solid are well-localized (or tightly bound) around each atom, and
can thus be, to first order, approximated by the eigenstates of the isolated



atoms. The interactions between neighboring atoms are strong enough to
require corrections to the picture of isolated atoms [introduced by U(r)], but
not so large as to render the atomic description completely irrelevant. Let
‘¢;> label a bound states of an isolated atom located at r;

2
(zp—m +Vf“<r>) 65) = Mt [65) = B |65) (2.4)

These eigenfunctions represent a convenient base to expand the wave function
|¥). To avoid cumbersome index notation, we combine the index i labeling
the position of a specific lattice atom and the eigenstate index j into a single
index n. The expansion of |¥) can then be written as

W) = ch |Pn) (2.5)

where the sum runs over all atom positions and eigenenergies. Due to the
presence of U(r) and the sum over V' (r), the solution of the one-particle
Schrodinger equation (2.3) will require an infinite sum over all atomic orbitals
|¢;). In good approximation, we can restrict the summation over atomic
orbitals to a finite number of eigenstates of H}; for which the eigenenergy F;
lies close to the particle energy E. In practice, it is often sufficient to include
only very few orbitals per lattice site, as U closely mimics an atomic orbital
close to each lattice point [23].

We insert the ansatz (2.5) into the Schrodinger equation (2.3) and project
on (¢,,| to obtain

Z <¢m| H |¢n> Cn = EZ <¢m|¢n> Cn. (2'6)

The above equation lends itself to a matrix notation. We introduce the
matrix representation H of the Hamiltonian H,

H — Hum = (¢n| H |m) - (2.7)

We furthermore assume that the bound levels of H2* are well localized around
their respective crystal atoms, i.e. the overlap with an orbital at an adjacent
lattice point should be small. We then obtain an orthogonalized! basis set
(on|Om) = Onm- This allows us to write

H-é= E¢, (2.8)

Tt is also possible to formulate a non-orthogonal TB approximation, by defining S =
(¢n|dm) # 1. This becomes, however, quite cumbersome due to the more complicated
completeness relation and will not be treated in this work.
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instead of the partial differential equation 2.3. A further consequence of the
assumption of localized orbitals |¢), is that the matrix elements H,,, vanish
if the distance r, —r,, is large compared to the lattice constant, leading to a
banded matrix H. The diagonal elements H,,,, are usually called site-energies,
while the off-diagonal terms represent interactions between adjacent sites.
In the most simple case, one only takes into account H,,, for neighboring
atoms (nearest-neighbor coupling). By including more distant corrections,
the accuracy (and the complexity of the TB matrix) is increased.

2.1.1 Band structure

We now use the discretized matrix form of the Schrodinger equation (2.8) to
calculate the band structure of a solid. We consider an infinite sheet of the
periodic lattice. We know from Bloch’s theorem that W(r) must be, apart
from a complex phase, invariant under translations by a lattice vector R,

(r + R, |¥) = e*Bn (r|U) | V¥neN. (2.9)

¥ can thus be chosen to have the form of a plane wave times a function
unk(r) with the periodicity of the Bravais lattice

(r|T) = e®Tu(r). (2.10a)

If we denote the number of tight binding orbitals in one unit cell by N, w,
is determined by N, expansion coefficients c,,

) =3 ey (elo,). (2.10)

If we insert the ansatz (2.10) in the Schrodinger equation (2.8), we obtain a
linear system of N, equations for the unknown coefficients ¢,. Eq. (2.8) can
also be viewed as an eigenvalue problem for the energy E. The eigenvalues F
can thus be determined as a function of the wavevector k. In such a way, the
bandstructure of a periodic lattice is obtained. We emphasize that perfect
periodicity is an idealization. Real solids are never absolutely pure, and in
the neighborhood of impurity atoms the solid is not the same as elsewhere
in the crystal [23]. One can describe a realistic solid in two steps. One first
considers a perfect crystal lattice, which is genuinely periodic, and for which
(2.9) is valid. In a second step, one then investigates the effects of deviations
from perfect periodicity.

Following this procedure, we first consider, as a simple example, a perfect
two-dimensional square crystal lattice (see Fig. 2.1). The hopping matrix

8



Figure 2.1: (a) Quadratic Bravais lattice. The lattice spacing is given by the
lattice constant a. Fach atom has four nearest neighbors (see double arrows).
(b) Dispersion relation of the quadratic Bravais lattice, see Eq. 2.12.

elements (¢,| H |p,+1) =: 7 are identical for all four nearest-neighbor inter-
actions (due to the lattice symmetry). The site energy (¢,| H |¢,) =: €¢ is
equal for all lattice atoms. The eigenvalue system (2.8) is thus reduced to

E-C=¢gy-C+ry (e Mt 4 emihea 4 othva) . g (2.11)
The resulting dispersion relation,
E(k) = eg + 27 cos(kza) + 27 cos(kya), (2.12)

features an approximately parabolic dispersion relation near £ = &; [see
Fig. 2.1(b)]. The slope of the parabola is determined by the interaction
parameter 7. The proper choice of vy (or, more generally, of the tight binding
parameters H,,,) is a subtle problem, as outlined in the following subsection.

2.1.2 Parameter fit

In principle, the TB parameters H,,, are determined by an integral over
atomic orbitals [see Eq. (2.7)]. In practice, however, descriptions based on
this approach perform poorly. The reason for this is the deformation of
the atomic orbitals due to the presence of the solid and electron-electron
interactions U(r), as outlined above. This deformation is most prominent
at positions in the middle between adjacent lattice atoms. Including an

9



increasing finite number of atomic orbitals of higher energy, i.e. higher index
J, in the expansion (2.5) improves convergence quite slowly, because atomic
orbitals with higher j feature strongly oscillating patterns close to the core
of the atom (to be orthogonal to |¢;) | < j) where the wave function is
already well-represented. Indeed, atomic orbitals with eigenenergies E; >
E should not contribute to properties such as the density of states at E.
Furthermore, including a large number of orbitals j greatly increases the
matrix size, making the description of large structures unfeasible.

The far better approach is first to use (2.7) only as a raw estimate, and
then to consider the matrix elements H,,, as fit parameters. One usually pro-
ceeds by comparing a band-structure E(k) obtained either from experiment,
or from ab-initio calculations (e.g. DFT calculations) to the TB approxima-
tion Epp(k) based on (2.8). Consequently, one avoids to give an explicit
expression for U(r): deviations from the atomic orbitals due to the presence
of the lattice, or due to electron-electron interactions are implicitly included
(as good as one can in a single-electron picture) in the (fit) values H,,,. By
tuning the value of the matrix elements in (2.8), the mismatch

6F = / |E(k) — Epp(k)|* d*k (2.13)

can be minimized in a k-region of interest. In such a way, a set of TB
parameters -; is obtained for a system of infinite size. In first approximation,
one can use these parameters for a finite-sized system. Especially at the
boundaries, corrections can be introduced to take into account the difference
between orbitals on the boundaries and in the bulk.

2.1.3 Continuum limit

The TB equations discussed above are well-suited to model the properties of
solids featuring a periodic lattice. However, there are cases, where one does
not need to take into account an underlying lattice structure. For example,
macroscopic model systems for wave mechanics, such as microwave cavities
or acoustic resonators, do not feature any “lattice” at all. In such cases,
we need to solve a continuum wave equation (2.3). Also, the properties of
several semiconductor structures, as well as metals, can be well described
by a free-electron equation, by suitable definition of an effective mass that
incorporates the effect of the lattice [23].

The dispersion relation of the quadratic lattice [see Fig. 2.1(b)] closely
mimics the parabolic dispersion relation of a free electron for energies F
close to g¢. Indeed, in the limit of @ — 0, the dispersion relation (2.12) gives

E(k) ~ g+ 4y — ya® (k2 + k) + O(a*k?). (2.14)
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Figure 2.2: (a) Quantum billiard consisting of an L-shaped region of constant
potential within hard wall boundaries. (b) TB grid used to discretize the
billiard shown in (a). (c) Probability density |V (x)|* of the 16th eigenstate
of the L-shaped billiard calculated using a TB grid in the continuum limit
(1400 grid points used). (d) Probability density of the 164th eigenstate of the
L-shaped TB grid shown in (b). As the lattice spacing a is here of the order
of the wavelength [compare to (b)], the eigenstate is not a good approximation
for the eigenstate of a continuum billiard.

By a suitable choice of the TB parameters,

h2
g0 = —47, V= g (2.15)
the continuum equation is restored,
Blk) ~ (52 4 K2) + O(a2k). (2.16)
2m > * Y

As long as higher-order terms in (2.16) are small, i.e. a’k% o< (a/Ap)? <
1 (where Ap is the Fermi wavelength), the dispersion relation of the tight
binding grid is a good approximation for the continuum dispersion relation.
This observation now allows us to employ a TB-grid also for the simulation
of waves in different continuous systems.

As a simple example, consider an L-shaped quantum billiard (see Fig. 2.2).
A quantum billiard consists of a region of zero potential confined by hard-wall
boundaries. The dynamics of these structures is governed by the shape of the
confining walls rather than scattering inside the cavity. We describe such a
system by discretization on an artificial quadratic TB lattice [see Fig. 4.1(b)]:
we replace the continuous wave function |¥) by its amplitude at the lattice
points W;;. Eigenstates of the L-shaped billiard can now be approximated
[see Fig. 2.2(c)] by solving the matrix eigenvalue problem (2.8) on the tight-
binding grid. Care must be taken to choose the number of grid points high
enough that a represents the smallest length scale of the system,
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Figure 2.3: (a) A finite-sized, quadratic lattice consisting of 25 atoms. The
lattice is built from five blocks (one highlighted by a grey rectangle). (b)
Schematic figure of the same lattice as (a) expressed in terms of block matrices
Hy, Hy (see text). (c) A more complicated quantum dot is assembled by
combining several rectangular structures of the type shown in (a,b). Black
dots denote point scatterers introduced between the blocks.

Otherwise, eigenstates of the TB grid do not approximate solutions of the
free Schrodinger equation [see Fig. 2.2(d)].

2.1.4 Large-scale devices

By solving the eigenvalue problem (2.8) for finite-sized quantum-dot struc-
tures, we can calculate their density of states, eigenenergies and eigenstates.
The density of states near the Fermi energy plays an important role in trans-
port through quantum dots. Furthermore, individual energy levels appear
in transport experiments as Coulomb blockade peaks, as will be discussed in
chapter 4.2.

However, the Hamiltonian matrices involved in describing quantum-dot
structures quickly become large: consider the L-shaped billiard discussed in
the previous subsection [see Fig. 2.2(a)]. The number of grid points N needed
to correctly approximate a continuous system [i.e. to fulfill (2.17)] grows with
)\;2. The number of matrix elements of H is proportional to N? o )\;4.
At high energies (small Fermi wavelength Ap), the size of H thus quickly
becomes difficult to handle. On the other hand, only a fraction of the matrix
elements of H are non-zero in a nearest-neighbor TB approximation. Clearly,
a systematic approach to quickly determine the non-vanishing parts of H is
needed. At the same time, we need a general framework to describe the
properties of different media, that does not depend on a particular structure
of H. We adapt an approach Sanvito et al. have developed in the context of
transport [25, 26]. The key idea is to split a rectangular, periodic structure
into identical building blocks. We then exploit the periodicity of the lattice
to break H down into smaller blocks of manageable size. To illustrate this,
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we assemble the quadratic lattice shown in Fig. 2.3(a) by repetition of a one-
dimensional chain of five atoms [see grey area in Fig. 2.3(a)]. From a more
formal point of view, the Hamiltonian H of the quadratic lattice is split up
into two parts: (i) an operator Hy describing the Hamiltonian of the single
building block [see grey area in Fig. 2.3(b)], and (ii) an interaction operator
H; describing the connection between two adjacent blocks. The resulting
Hamilton operator H is of the form [see Fig. 2.3(b)],

Hy H; 0
HI Hy H; 0
H=| o H Hy H 0 |. (2.18)
0 Hl Hy, H;
0 H} H

Both Hy and H; are represented by M x M matrices, where M gives the
number of TB orbitals (or lattice sites) in a single block. Note that in or-
der to fulfill H = H', Hy must be Hermitian, which H; in general is not.
Interaction between next-to-nearest blocks are a priori not included in this
approach. If, however, such an interaction is needed, two adjacent blocks
may be grouped together in a single larger block which could include the
next-to-nearest interactions.

As an example, the Hamilton operators Hy and H; needed to describe
the artificial TB lattice of the L-shaped quantum billiard are given by

. -1
2 1 4 -1

Hy=5 — 1 4 —1 (2.19)
ma 1 4 —1

—1

for the dynamics of a single block, while the interaction between adjacent
blocks is given by

h2
2ma?
A rectangular piece of lattice can easily be described by a Hamilton matrix
of the form (2.18). The L-shaped quantum billiard discussed above can be
assembled from two rectangular modules, each consisting of several blocks
Hy. More general geometries may be assembled by combining several such
rectangular modules [see Fig. 2.3(c)].

While we mainly consider two-dimensional scattering structures in this
thesis (we will briefly consider resonances in three-dimensional acoustic res-
onators), the above approach is, in principle, not limited to two dimensions,

H; = (2.20)
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as long as a building block structure can be defined. It is also possible to
model a two-component wave function (i.e. a spinor wave) using the above
formulation: we will consider SN hybrid structures that feature an electron
and a hole sheet in the second part of this thesis.

Lattice defects or point impurities can most easily be implemented at
the boundaries between adjacent rectangular structures [see black dots in
Fig. 2.3(c)]. The TB matrix elements of Hy and H; contain all the infor-
mation needed to model the corresponding system. We will present the
appropriate choice for Hy and H; for each system discussed in this work in
detail in the second part of this thesis, at the beginning of each chapter.

2.1.5 Lanczos diagonalization

Calculating eigenvalues and eigenvectors of a quantum dot using a direct
diagonalization of H has several disadvantages. Even in the simple case
of the L-shaped billiard shown in Fig. 2.2, the number of matrix elements
grows with A, as discussed above (see Fig. 2.2). Only the lowest eigenvalues
and eigenstates of this matrix are good approximations for the eigenstates
of the (continuum) quantum billiard. As a consequence, only a fraction
of the eigenstates of the matrix H do have a physical meaning [compare
Fig. 2.2(c,d)]. An algorithm that calculates only the lowest-lying (i.e. the
physical) eigenstates of a large matrix is thus desirable.

The number N of sites required to adequately model an experimentally
accessible quantum dot is also large, from N = 50000 on upwards: as an
example, graphene-based quantum dots may be manufactured with diame-
ters down to 40nm [27], corresponding to about 60000 carbon atoms. The
straightforward diagonalization of the corresponding N x N Hamiltonian
matrix is numerically not feasible. In summary, we need an algorithm to ef-
ficiently determine the ng < N eigenstates of a large Hamiltonian matrix H
closest to the Fermi energy Ep, or, equivalently, the n smallest (in absolute
value) eigenvalues of the matrix

We use the ARPACK package [28] based on the implicitly restarted Arnoldi-
Lanczos algorithm (IRAL) [29, 30]. In Appendix A.1, we give a brief outline
of the employed algorithm.

A key advantage of the IRAL detailed above is that only the product
Algi), for given |g;) is needed for the iteration. Thus, the entire matrix A
is never needed in memory. Furthermore, the most time-consuming part of
the algorithm is the evaluation of A |g;), which can be handled efficiently
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by partitioning H in Hy, and H; as outlined above [see Eq. (2.18)]. For the
results presented in this thesis, N was of the order of 5-10°, while ngy ~ 103,
thus determining the 1000 eigenenergies closest to the Fermi level.

2.1.6 Magnetic field

Under the influence of magnetic fields, one can study the formation of Landau
levels, leading to the integer quantum Hall effect [31], or the Shubnikov-de
Haas [23] and Aharonov-Bohm [32] oscillations in the conductance through
a mesoscopic device. From an experimental point of view the magnetic-
field dependence of different device properties (e.g. transmission or position
of resonance peaks) can be easily investigated. To simulate the physics of
a two-dimensional device in a perpendicular magnetic field B, we use the
Landau gauge

0 — By
B=| 0 |=VxA, A= 0 . (2.22)
B 0

The above gauge retains the separability of the Schrédinger equation in (x,y)
coordinates (this will be important for the efficient formulation of the scat-
tering problem through mesoscopic devices). In contrast to an electric field,
which can be included in the TB formalism by simply changing the site en-
ergies ¢, the inclusion of a magnetic field is tricky. We use the Peierls phase
factor [33]

T'm

Hmn — Imp - Oémn(A), Oémn(A) = exXp |:’l% A - dI‘:| . (223)

Here, a(A) corresponds to the phase the electron accumulates when going
from r, to r,,. This approach is equivalent to? the minimal substitution
P — (P — £A) [34] on a lattice. Note that, since V x A # 0, the integral in
(2.23) is not independent of the path taken from r, to r,,. For a constant,
perpendicular field according to (2.22), we can evaluate the integral

rm B
/ A-dr=—(zp — 20)(Ym + yn)E (2.24)
and thus
B
Qn, = €XP [—i%(mm — ) (Ym + yn)E ) (2.25)

2Consider the exact relation a (p + eA)2 Y = p?ar). (2.23) corresponds to a discretized
form of this relation evaluated at the lattice points.
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Figure 2.4: (a-c) Evolution of an eigenstate of the L-shaped quantum billiard
with increasing magnetic field, as given in the inset (in units of L/rc < B,
where ro s the classical cyclotron radius and L is a linear dimension of the
billiard). (d) Figenstate at very high magnetic fields: Because the flux per
unit cell of the TB lattice is large [i.e. Eq. (2.26) is violated], the TB grid is
no longer a good approximation for the continuum case.

The above formula allows for the inclusion of a magnetic field in our TB ma-
trix equations. As an example, we consider the evolution of an eigenstate of
the L-shaped quantum billiard with increasing magnetic field [see Fig. 2.4(a-
¢)]. We observe a clear transition from the low field [see Fig. 2.4(a)] to the
edge state (quantum Hall) regime [see Fig. 2.4(c)].

We have so far neglected the change in atomic orbitals, and hence in the
TB parameters, induced by the applied B-field. This is a good approximation
for magnetic fields currently realizable in experiment, i.e. up to ~ 40 T. If
we use a tight-binding grid to solve the continuum case, there is a another
caveat: the lattice constant a of the artificial TB grid must be chosen small
enough to ensure that the magnetic flux ® passing through an artificial lattice
cell is small compared to the magnetic flux quantum &y = h/e,

P
d=B* <P = a< ”EO’ (2.26)

Otherwise, the integral for a closed loop around one cell in the grid yields a
phase factor which is not small compared to 27, leading to unphysical effects
[see Fig. 2.4(d)]. As a consequence, a fine discretization grid is necessary to
describe high magnetic fields [35, 36].

We now have the tools at hand to describe the eigenstates of closed, finite-
sized quantum devices, including magnetic fields. In the next chapter, we
will contact these devices with two infinite waveguides, and investigate the
resulting scattering problem.
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Chapter 3

Scattering theory

In this chapter, we formulate the scattering problem for ballistic and diffusive
two-dimensional structures. In line with the discussion in the previous chap-
ter, we want to apply our method to a wide range of transport experiments
involving different materials, structures, and scales. We will therefore use the
general tight-binding formulation we have established in the previous section.
We restrict ourselves to ballistic and diffusive transport without describing
inelastic scattering or decoherence processes. The energy of the incident
“particle” Er is thus constant. We do, however, include elastic scattering at
local defects, charge impurities, or rough edges, in contrast to purely ballistic
descriptions.

We consider two half-infinite waveguides attached to a scattering region
[see Fig.3.1(a)]. We choose a coordinate system with = in transport direc-
tion, parallel to the waveguides, and y in transverse direction, as shown
in the figure. We describe transport within the Landauer-Biittiker formal-
ism [37], i.e. the total conductance g of a mesoscopic device is expressed by
its transmission 7, g = %’T. A current I is injected from the left, and
is either transmitted (with probability 7°) or reflected (with probability R).
Since we do not include loss processes into our theory, the unitarity relation
7 + R =1 holds. The waveguides feature a potential V(z,y) which is pe-
riodic in direction of transport (z-direction), and finite only in an interval
of width W, i.e. V(z,y) — o0 <= y ¢ [0, W], without scattering sources.
Each half-infinite waveguide features a finite, discrete set of transverse eigen-
states, so-called modes, which propagate either in +z (labeled 1,..., N) or
—x (labeled by an over-lined index 1, ..., N) direction. Propagation through
each mode is factorized into a longitudinal, propagating part and a trans-
verse part x(y) in the asymptotic region, i.e. far away from the scattering
device. For a quantum waveguide of width W, featuring a constant back-
ground potential and hard wall boundaries, the transverse part is equal to
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Figure 3.1: (a) Basic scattering geometry considered in this work: two half-
infinite waveguides connect to a single scattering region. (b) Ezample of
a scattering structure built up of 7 rectangular, separable modules. Point
scatterers (black dots) are inserted in between the rectangles.

X;j(y) = sin(jmy/W). For other materials, or when adding a magnetic field,
more complicated transverse states will appear, and |y;) # |x5). The scat-
tering wave function in a waveguide can thus be written as

N N
(i) = Y aze™® [x;(y)) + ™ x3(y (3.1)
j:

j=1 1

In the left lead, the incoming current is determined by the boundary con-
ditions at —oo. The left-moving current is determined by the reflection in
the scatterer through the reflection-coefficients r,,, describing the reflection
from mode n into mode m. Accordingly, the right lead only contains the
transmitted current, as described by t,,,. Note that the number of propa-
gating modes in the left and right lead need not be identical, leading to a
rectangular rather than a quadratic matrix . The total scattering matrix of

the structure
r t
= (3 1) o3

additionally contains the reflection (r’) and transmission (# = t') from right
to left lead. S is calculated via projection onto the total Green’s function of
the entire scattering structure, G, as outlined in the following sections.

3.1 Infinite waveguides

In the previous chapter, we have considered rectangular block structures cre-
ated by repetition of a single stripe (see Eq. 2.18), described by matrices H
and H;. We will now extend our considerations to infinite waveguides. By
adopting the same decomposition of H as in the case of finite-sized quantum
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dots, the same code to set up the geometry as well as to calculate the Hamil-
tonian matrices can be used both for eigenenergy and transport calculations.
Instead of a finite number of blocks Hy, a waveguide is made up of infinitely
many of them. As a generalization of (2.18), H may then be written as

Hy H; 0
HI Hy H; 0
H= 0 Hl Hy H 0 . (3.3)
0 Hl Hy, H;
0 H} H

To compute the eigenfunctions of such a Hamiltonian, at a given energy
E, the Schrodinger equation may be solved analytically using a Bloch wave
ansatz

1) -
HIW) = B, )= %fi’ W) = e ). (3.4)

After inserting this ansatz into Eq. 3.3, one can obtain a non-linear eigenvalue
problem for |y):

(Ho+ ™t + e ) [x) = E|x). (3.5)

The above equation has to be solved for unknown k and given E. We multiply
by (H)™' = H_; and' introduce the shorthand notation § = e *2%  to
obtain

BH_;(E — Ho) |x) — H_Hy |[x) = 5% [x) - (3.6)

This generalized eigenvalue problem may be solved by doubling the dimension
of the system: One introduces |n) := 3 |x) to obtain the system of equations

m = Blx) (3.7a)
H_;(E—Hy)n)—H_tHr|x) = Bn), (3.7b)

f H; is degenerate (i.e. detH; = 0), this inversion fails. In such a case, the block
structure contains more points than possible transport channels. It is possible to remove
lattice points from the tight binding grid until det H; # 0 [25]
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which may be written as the eigenvalue problem

(25 ) ()o(l) e

-

A
This yields 2N eigenvectors as well as corresponding eigenvalues k; (k5).
While the matrix A is non-Hermitian (this is a direct result of the eigenvalue
B = e*a® ¢ C) the eigenvectors of A form [see Eq. (3.4)] eigenvectors of
H, which is Hermitian. As a consequence, an orthogonality relation for y;

exists. For real eigenvalues k; € R, the modes are propagating with a group
velocity

8 8 7 x —1 T
0 = g Wl H193) = G g (e 4+ H]e ] )
= iAx (x| | Hre™4" + H}e_"kjm} IX;) - (3.9)

By considering the sign of v;, one can partition the eigenstates into N right-
moving |y;), and N left-moving |x;) of the form

ikjx 6ik5m

e

Ner 1) |¢hg) = N X7)
where the factor 1/, /v; ensures that the state is normalized to carry unit flux.
As the over-lined index 7 denotes left-moving states, v; is always negative,
and \/—v; is thus well-defined. The transverse eigenstates |x;) can now be
used as basis to assemble the Green’s function of the structure, as will be
shown in the next section.

|1hy) = (3.10)

3.2 Modular recursive Green’s function method

We now present a formulation of the modular recursive Green’s function
method (MRGM) to calculate the scattering matrix S(e) and the scattering
wave function for a large-scale scattering structure. The key idea is to break
down a large device into separable, rectangular modules, each of which can
be computed very efficiently [see e.g. Fig. 3.1(b)]. For purely ballistic devices
consisting of a few, separable parts this approach has been implemented by
Rotter et al. [35, 36]. In contrast, the standard recursive Green’s function
method [1, 2, 3] assembles a structure by directly inverting the Green’s func-
tion of a single block, which is then added via a Dyson equation. We combine
these two approaches by recursively combining not single stripes, but rectan-
gular modules, thereby reducing needed computing resources dramatically,
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Figure 3.2: (a) Single graphene block described by the matrix Hy. (b) A
half-infinite wavegquide is assembled by periodic repetition of (a) (see shaded
area). By cutting off a finite-length module from a half-infinite wavegquide
(b), a rectangular module is calculated (c), which is then used to assemble a
large-scale scattering structure (d).

while still retaining the flexibility to model complicated boundary structures
or scattering potentials [see e.g. point scatterers (black dots) in Fig. 3.1(b)].

The calculation of each rectangular module of width W and length L pro-
ceeds in three steps: (i) the Bloch eigenfunctions e*** |,,) of an infinitely long
ribbon of width W are calculated, (ii) the Green’s function of a half-infinite
waveguide of width W is expressed as an expansion in |x,), and (iii) using
a Dyson equations, a rectangle of appropriate length L is carved out off the
half-infinite ribbon. To better illustrate this procedure, consider a graphene-
based nanoribbon. In step (i), the eigenvalue problem (3.6) is solved on
a one-dimensional chain of carbon atoms [see Fig. 3.2(a)]. Periodic repeti-
tion of this chain creates a half-infinite ribbon of graphene [see Fig. 3.2(b)],
from which a rectangular module is separated off by a Dyson equation [see
Fig. 3.2(c)]. By combining several rectangular modules, a complex scattering
geometry can now be realized [see Fig. 3.2(d)]. While this procedure seems
at first glance overly complicated, it is numerically very efficient. Its key
advantages are that (a) the computing time is independent of L, scaling only
with the width of the ribbon, and (b) the step (i) has to be performed only
once for each value of W.
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3.2.1 The Green’s function of an infinite waveguide

The Green’s function g(x,z’) of an infinite waveguide on a TB grid must
Fulfill [25]
0 x#4a2

L o (3.11)

(# ~ Elg(o') = {
where H is given in Eq. (3.3). Eq. (3.11) is the discretized form of the
continuous equation (H — E)G = §(x — a'). For x # 2, g(x,2") must be a
solution of the time-independent Schrédinger equation Hg(z,z') = Eg(z, x').
The Bloch states e?** |x,,) calculated in the previous section are thus ideally
suited as a basis to expand g(z,z’). The Green’s function describes the
resulting scattering state when a source is introduced to the waveguide at
position 2’ [i.e. the term 1 in (3.11)]. As a consequence, g(x,x’) is, apart
from normalization, given by a basis set D (D) of left (right) moving Bloch
states for x < 2’ (x > '), where

D(z) = Z ;) €% (x;] (3.12a)
D(z) = Z I5) €57 (x5] . (3.12b)

In Appendix (B.1), we show that normalization can be incorporated by mul-
tiplication with a properly defined matrix V' [see Eq. (B.4)]. The total
Green’s function of an infinite waveguide can then be written according to [25]

D(x -2V x>4a
glz, 2y =¢ . (3.13)
D(x -2Vt z>2a

Equation (3.13) is especially useful as the z-dependence enters in an ana-
lytical way [see Eq. (3.12b)], making the calculation of large-scale structures
readily possible.

3.2.2 The Green’s function of a half-infinite waveguide

As a next step to establish the Green’s function of a rectangular module,
we want to find an expression for the Green’s function g% (z, ') [¢%(z, 2')]
of the half-infinite waveguide extending to —oo (+00). We denote the x
coordinate of the rightmost (leftmost) stripe of the ribbon by z;. ¢%(x, ')
[g"(x, 2")] fulfills Dirichlet boundary conditions at zy = x; — Az [z + Ax],
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g Gs Jtotal g

Figure 3.3: Connecting a half-infinite waveguide (with interface Green’s func-
tion gr) to a single stripe (described by Gg). The resulting total Green’s
function giota must be equivalent to gy .

ie. gf(z,29) = ¢g"(z9,2’) = 0. One way to proceed would be to adapt
the solution g(z, ") of the infinite problem to these boundary conditions by
adding a solution ¢° of the homogeneous Schrodinger equation (E — H)g® =
0 [25]. We derive a more efficient expression through application of a matrix
Dyson equation on the Green’s function of the infinite waveguide.

In its general form, a Dyson equation represents the change in a Green’s
function G due to a perturbation V/,

G = Gy+ GoVG, (3.14)

where G (Gy) represents the Green’s function of the perturbed (unperturbed)
system. In the context of lattice Green’s functions, V' is given by the hopping
matrix H; that connects adjacent blocks (or modules). Using (3.14), we can
thus connect two disjoint modules to assemble a larger one. Conversely,
we can also solve (3.14) in reversed mode, i.e. for Gy rather than G. This
amounts to dissecting a larger module.

We first consider the case of g% (z1,71) = g%, i.e. the Green’s function at
the interface of an half-infinite waveguide extending to —oo. We add a single
block, described by G = (Hy — E)~*, to g* by using a Dyson equation (see
Fig. 3.3),

Grotal = G + GsHIg" Hygiogan. (3.15)

Note that the combined Green’s function gy is identical to g* (see Fig. 3.3),

Jtotal = gL7 (316)

as extending a half-infinite ribbon by one block again yields a half-infinite
ribbon (see Fig. 3.3). Multiplying from the left with G5' = (Hy — E) then
yields

(Hy— E)g* =1+ Hlg*H,g". (3.17)
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Figure 3.4: Splitting an infinite wavequide into two half-infinite wavequides
by application of a matrix Dyson equation. Dashed lines denote the x-values
of the building blocks Hy. The Green’s functions appearing in Eq. (3.21) are
marked.

To solve this matrix equation (quadratic in g*) we express g"H; =: Z in
terms of an eigenvalue expansion, Z = >_ |¢) B (C|:

(Hy— E)Z =H;+ H|Z* = (3.18)
H_;(Hy— E)B|¢) = H_(H;[¢) + B°|¢), (3.19)

with H_; = (H})~'. The above equation is equivalent to 3.6. As a conse-
quence, [¢) = |x). A detailed calculation shows, indeed, that the term V!
in (3.13) exactly cancels out due to the Dirichlet boundary conditions at
x = xo. As a consequence, the expression for the interface Green’s function
is reduced to

N
gPH = Z =y |x;) eM5 (] = D(Ax). (3-20a)
=1

Analogously we have
g"H! = D(Az). (3.20b)

The above formulae (3.20) to determine gLHIT are numerically very efficient,
as a small number of matrix multiplications is needed. The interface Green’s
function gf can quickly be calculated from (3.20) by multiplying with H;'.
Note that (3.20) only gives an expression for the interface Green’s function
g% = gt of the half-infinite lead (and likewise for g%¥). Let us now derive
an expression for the Green’s function g%(zy,z¢) = gﬁ from a point x¢ #
x1 inside the half-infinite waveguide to the interface at x;. For an infinite
waveguide, we have already derived the Green’s function g;¢ from z¢ to x;
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(see Eq. 3.13). To obtain an expression for gﬁ, we split the infinite waveguide
into two half-infinite ones by a matrix Dyson equation (see Fig. 3.4) of the
form

Jie = gﬁ + QRH}QLHIQM, (3.21)

which can be solved for gﬁ. We can directly use the expressions for g®H;
and gLH} given in Eq. (3.20) to simplify (3.21) to

g{} = [1 — D(Az)D(Az)] gi¢ (3.22)

resulting in a surprisingly compact expression. Expressions for gng and gffg
can be obtained by similar applications of a Dyson equation, as outlined
in Appendix (B.2). We will use the Green’s functions of the half-infinite
waveguide to obtain an expression for the Green’s function of a rectangle, as
outlined below.

3.2.3 Green’s function of a rectangular module

We now turn our attention to a rectangular module, of finite length L, con-
taining n = L/Ax blocks of Hy. We denote the Green’s function of the
module by a capital letter GG, to distinguish it from the Green’s function
of a (half-)infinite waveguide. To calculate both transmission amplitudes as
well as scattering states, we need the Green’s function of the entire scatter-
ing geometry, which we denote by G. To determine G involves calculating
G(xe, L) =: G, and Gy from both the left (1) and right (n) side of the
rectangle to an arbitrary position ¢ inside. To this end, we will use a Dyson
equation to decompose a half-infinite waveguide into a rectangular module
and a “shorter” half-infinite waveguide.

To obtain Gg,, we consider a waveguide extending to +oo (see Fig. 3.5).
This way, we avoid evaluating the (yet unknown) Green’s function G¢; in this
step, which would create a system of matrix equations. The Dyson equation
for G, then reads (see Fig. 3.5):

1

98t = Gen + GenHig®Hligl = Gep = 9, (3.23)

In a similar way, G¢; may be expressed using a waveguide extending to —oo,
as outlined in Appendix B.3.

Note that in (3.23) [and likewise for G¢, see Appendix B.3, (B.10)], the
denominator is independent of ¢, making an evaluation for many &, e.g. for
wave-function plots, efficient. Additionally, the {-dependence of gg, is given
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Figure 3.5: Cutting a rectangular module off a half-infinite wavequide extend-
ing to +00 by use of a matrix Dyson equation. The x coordinates in reference
to the rectangle are given. The Green’s functions appearing in Eq. (3.23) are
marked.

analytically [see Eq. (3.13]. As a consequence, the time needed to compute
Gy, is independent of L.

Another possibility to compute the Green’s function of a rectangular re-
gion would be to use a solution GGy of the homogeneous Schrodinger equation
(H — E)Goy = 0, as mentioned above for the Green’s function of the half-
infinite waveguide. However, both D(—L) and D(L) appear in the resulting
matrix equations. These quantities grow exponentially as a function of L
for large L due to evanescent modes with k, € C (unlike D(L) and D(—L),
which are exponentially suppressed). As a consequence, the equations be-
come numerically unstable for large L, as our calculations have shown. This
is not the case for (3.23), which does not contain exponentially increasing
terms. We have tested the numerical stability of (3.23) for values of n up to
10°, and found no divergence.

3.2.4 Assembling the modules

The Green’s function of the entire scattering structure G can now be com-
puted by assembling the individual rectangular modules [see Fig. 3.6]. We
label quantities connected to module number [ by an index (1) in round brack-
ets. The module [ is completely characterized (in terms of transmission) by
the four Green’s functions describing all possible connections between the
leftmost and rightmost blocks, i.e. Ggll), Ggl,)w GS{, GY). For a rectangle,
these matrices are determined by Eq. (3.23). For a single stripe, they are all
identical, and given by Eq. (3.26).

Let Qz(f ) denote the combined Green’s function of the left lead and k
attached rectangles. The indices 7, 7 enumerate the first and last stripes of all
the modules (see Fig. 3.6): the leftmost stripe of module & is labeled 1), the
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Figure 3.6: Assembling the total scattering structure by combining modules:
The left lead (labeled 0) is already connected to k — 1 rectangular modules.
The numbers inside the squares denote the module index. For module [, the

last (first) block is labeled 10 [n®] 1 =0,... k. In the k-th step, module

number k is attached via H}k).

rightmost one n(®. (]f?g)l(o) is identical to the lead Green’s function g~. Step
by step, we now attach all rectangular modules to G(. In step number k,
we compute Ql(jk ), i,5 € {10 n®1 by connecting the Green’s function of the
k-th module, G® to the Green’s function of the partly assembled structure,
g}]’?‘”, via the coupling matrix Hl(k) (see Fig. 3.7). Simple point defects
may be included by setting a matrix element of H}k) to zero. Furthermore,
adjacent rectangles may be shifted transversely relative to each other, to
introduce rough edges. We include all these effects into the expressions for
a®.

To illustrate the above procedure, we derive an expression for the Green’s
function Qf’fg)n(k) from the right side of rectangle k to the left lead of the scat-
tering structure. We first calculate the change introduced in the intermediate

Green’s function Gg’?o_)i)(,c,l) by attaching the rectangle k (see Fig. 3.7)

1
1 ' 1- HI( )Ggl)H;( )gi(kfll))n(kfl)
The denominator contains the contributions of rectangle k to gi’fg)n(k,l) in all

orders of Hl(k). The updated Ggl?g)n(k) can now be written as (see Fig. 3.7)
k k k) (k
G\ = Gt HI VG (3.25)

Derivations for the other three Green’s functions Gi’ii,l)l(o), G%)l(o), and

Giﬁl,l)n( »_1) follow similar lines. The respective formulas are given in App. B.4.
After recursively attaching all rectangles making up the scattering geometry,
the total Green’s function G of the entire scattering structure is created by
attaching the right lead as the final module.
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Figure 3.7: Dyson equation to attach module k [described by the Green’s
functions G / to the Green’s function G- 1O (k ,y already contammg the left

lead and k — 1 rectangles. The resulting Green’s function gl(o)n(k,l) is given
in Eq. (3.25).

3.2.5 Superblock structures

The above method to derive the Green’s function of a scattering geometry
is ideally suited to describe the transport through large, ballistic devices,
that can be described by a few distinct modules. Disorder, however, breaks
the separability in transverse (y) and longitudinal (x) direction required by
the analytic expansion of the Green’s function in lead modes, leading to a
prohibitively large number of individual rectangles. To efficiently model the
conductance of large-scale disordered devices, a method to include arbitrary,
non-separable potentials is thus needed. We start from a small device: a
combination of rectangular blocks and individual, non-separable stripes is
employed to include disorder. As an example, consider the inclusion of a
short-range scatterer in a nanoribbon, as shown schematically in Fig. 3.8(a).
A single stripe, containing a short-range scatterer, is embedded between two
extended, ballistic rectangular modules. The Green’s function of the disor-
dered stripe can be calculated by direct inversion of the Hamiltonian H* of
the single stripe according to

1
HS —E—in’

which is easily feasible for stripe sizes up to 1000 points. Note that the stripe
may well have a non-vanishing extension in z-direction, as long as it does
not contain more than roughly 10* sites. The additional numerical effort to
perform the matrix inversion (3.26) in order to include one such defect is
negligible.

Gy = (3.26)
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Figure 3.8: Schematic picture of the inclusion of many point scatterers into
a scattering geometry: (a) by combining two separable rectangular modules
with a single stripe containing a defect, a larger, non-separable module con-
taining a single defect is obtained. (b) Different realizations of the rectangle
shown in (a) are then combined into superblocks. The order of the building
blocks is changed randomly. (c) By iteratively performing step (b), increas-
ingly complex supermodules are obtained. The size of the calculated scattering
structure increases exponentially (with a linear increase of computing time).

However, to build up large scale devices using this method gets unfea-
sible, as the computing time increases linearly with the number of defects
(for each defect, a stripe has to be directly inverted). To avoid this, one
can employ a supermodule approach, as suggested by Feist et al. [38]: We
calculate the Green’s function of a few, e.g. four, different realizations of a
short-range scatterer (e.g. an edge defect, a lattice vacancy, etc.) using the
methods outlined above. Then, in a second step, these modules are randomly
combined into different “supermodules” [see Fig. 3.8(b)]. Each supermodule
thus features several point scatterers at random positions. This recombi-
nation step uses exactly the same algorithm as outlined above to assemble
the scattering structure. The resulting Green’s functions describing all pos-
sible paths of transport between the leftmost stripe of the supermodule and
the rightmost one can then be used to include the supermodule into the
scattering geometry itself, or to create another, larger supermodule: By re-
peatedly recombining the modules, we exponentiate the size of the structure
by the number of modules contained in one supermodule, while only adding
the (constant) computing time to combine the modules [see Fig. 3.8(c)]. As
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a consequence, the size of the structure increases exponentially, while the
computing time increases only linearly.

3.2.6 Transmission coefficients

Once the Green’s function G of the scattering structure is known, the total
transmission and reflection of the device can be determined using projection
onto the lead eigenstates® |x,). To calculate the corresponding expressions,
we note that the Green’s function of the infinite waveguide is reduced to
a normalized, propagating Bloch state [see Eq. (3.10)] using the projection
operator [25]

As shown by Sanvito [26], P, also gives the scattering wave function ¢ of an
incoming mode m if applied to the total Green’s function G. An expression
for the reflected wave function in the left ( }@DL > ) and the transmitted wave
function in the right WR> ) lead can thus be derived by applying P, (x) onto
the Green’s function of the scattering region,

Bu(@) ==V [xn)

gm’Pn(x/) =

) - (3.27)

‘w7€> = gLLPTLv ‘¢5> = gRLPna (328)

where we have labeled the first blocks 1) and 1N+ of the left and right
leads L and R respectively. The same wave functions are, on the other hand,
also given by the transmission and reflection coefficients as

L 1 a T'mn R al
W&I[\ﬁ >+mZ:1\/_—Um\xm>], ) mZ: (3.29)

Both expressions for }@Dﬁ > can now be set equal to derive an expression for
the transmission and reflection coefficients

N
U
n <X |gRL |X m;: | ( )
_@ N
n = L (X GV =1 |xn) mnl? - 3.31
r n <X |gLL ‘X m;I ‘7" | ( )

2We assume here that both leads are described by the same matrices Hy, Hy. The
more general case of different leads is treated in App. B.5.
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According to the Landauer-Biittiker formalism [37] the total conductance G
(that should not be confused with a Green’s function!) through the quantum
dot with N propagating modes is given by

N

262 2
G="> ltwl, (3.32)

m,n=1

where the factor 2 counts the spin degree of freedom. The unitarity condi-
tion T'+ R = N provides a convenient way to check the consistency of the
numerical calculations. We find unitarity to be fulfilled with deviations less
than 1078 even for large-scale structures.

3.2.7 Wave functions

The above formalism to calculate the transmission coefficient can easily be
extended to determine the entire scattering wave function. For an incoming
wave consisting of a superposition of several modes, we extend the definition
of P; [see (3.27)] according to

P(x) = ¢Pi(x), (3.33)

where the coefficients ¢; are the expansion coefficients of the incoming plane
wave in transverse modes. The resulting wave function ¢ at a given coordi-
nate x in the scattering structure is then given by

U(r) = G0 P(1), (3.34)

where r is any point in the entire scattering structure.

Using the MRGM, 9 can be determined in a feasible amount of time in
the following way. Consider a point r located inside module k& at block £*).
The total Green’s function g§<k>1(0) from the left exit to f(k) consists of two
contributions, containing the paths entering the module either on the right
or on the left side (see Fig. 3.9):

Getory0 = Gé’i)H}(k)gnw—l)l(m + Gg]:L)H§k)g1(k+l)1(0)~ (3.35)

Note that G contains all the information about the remaining scattering
geometry, while Gé’i) and Gg? only depend on the module considered.

G is costly to determine. On the other hand, only the leftmost term in
Gé’? and Gé’;) includes a dependence on &, namely in the Green’s function of
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Figure 3.9: Two path contm’butions connect the left lead with point r in mod-
ule k: either (i) from 10 o n®=1 (described by G 71 ) and then enter-
ing module k via H fmm the left or (i) from 1©) to n*=Y (described by

H§k+1)

Gl(,m)l(o)) and subsequently entering module k via from the right [see

Eq. (3.95)].

the infinite lead [see Eq. (3.23)]. By defining a suitable projection operators
(for details, see Appendix B.6) we can reduce the ¢-independent contribution
to one-dimensional vectors ‘p(k)> and }q(k)> that are independent of r, and
have to be evaluated only once for each rectangular module. To determine
v in the module £, one only needs to evaluate

v®(r) =D(1 —z) [p™) + D(z — 1) |¢™) . (3.36)

This greatly reduces the amount of computing time needed to determine the
wave functions in each rectangular module.

The wave functions in the leads are constructed using the transmission
and reflection coefficients,

zkm T

|x] +Zrmj |xm> : (3.37)

g eFmT ) . (3.38)

:i

These can be evaluated even for complicated structures, where calculating
the Green’s function at every point is too time-consuming.

3.2.8 Accuracy tests

To ensure the validity of our numerical calculations, we checked both the
unitarity of our S-matrix as well as the Onsager relations [3], which were
both fulfilled to an accuracy level of at least 10~%. Furthermore, we compared
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Figure 3.10:  (a) Scattering state of a rough-edged quantum nanowire (con-
stant potential V' = 0 confined in y-direction by hard wall boundaries) of
length L =~ 100\ (where X is the wavelength of the incoming wave). The edge
of the ribbon features roughness on a length scale W ~ X\. We use 94 rect-
angular modules (and a total number of 667 blocks) in the calculations. The
onset of Anderson localization exponentially suppresses transport, leading to
low scattering state amplitudes on the right side of the picture. (b) Same as
(a), but at a different resonance energy. The wave function does not decay as
fast as in (a). (c) A longer nanowire, L =~ 500\, consisting of 382 rectangles
(2641 blocks). Transport is strongly suppressed for A ~ §W.

the MRGM results with both analytical calculations (for those geometries
where formulas are available) as well as with existing implementations of
the MRGM available for ballistic quantum dot devices [35]. We find perfect
agreement for both transmission values and scattering wave functions. The
key advantage of the modular technique presented here as compared to older
implementations is the flexibility both in the Hamiltonian matrix as well as
in the device geometry.

Calculation of the scattering wave function v is another way to check
the validity of our approach: Even small errors in the solution of a Dyson
equation lead to non-continuous jumps or singularities in ¢. Furthermore, the
result was carefully checked to ensure that v fulfills both boundary conditions
and the Schrodinger equation itself. An example for the wave function of a
long quantum wire is given in Fig. 3.10: the MRGM technique allows us to
treat a structure size several orders of magnitude larger than the wavelength.
We can thus visualize e.g. the onset of Anderson localization in rough-edged
quantum wires. We are not aware of any other numerical method capable of
calculating the scattering states for such large structures accurately and in
a feasible amount of time.
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Chapter 4

Graphene-based nanostructures

4.1 Graphene

Graphene [39, 40|, the first true two-dimensional (2D) solid, is attracting
considerable attention, mostly due to unique dynamics of electrons near the
Fermi energy which closely mimics that of a massless Dirac Hamiltonian [see
Fig.4.1(b)]. Moreover, the double cone structure near the K and K’ points
of the sub-lattices in reciprocal space gives rise to a near “pseudo-spin” de-
generacy, suggesting an analog of Dirac four spinors. Envisioned applications
range from high-mobility nanoelectronics [9], spin-qubits in graphene quan-
tum dots [7] and the creation of “neutrino” billiards [41, 27]. Spin coherence
times in graphene are expected to be very long due to potentially weak spin-
orbit and hyperfine couplings [42, 43] making graphene quantum dots promis-
ing candidates for future spin based quantum computation [7]. However,
confining electrons in graphene is a challenge, mainly due to the gapless elec-
tronic structure and the Klein tunneling paradox [44, 45, 46]. This difficulty
has recently been overcome by structuring 2D graphene and quantum me-
chanical confinement effects have been observed in nanoribbons [47, 48, 49],
interference devices [50], single electron transistors [10, 51| and graphene
quantum billiards [27].

While the consequences of the hexagonal symmetry of the perfect hon-
eycomb lattice are well understood theoretically, realistic samples of gra-
phene feature finite-size effects, symmetry-breaking due to point scatterers
and charged impurities. The question remains to what extent these defects
will influence the properties of graphene. Interest in this area is rapidly
growing. However, conventional analytical techniques fail for large-scale de-
vices with random impurities or lattice defects. One has to resort to more
complicated analytical approaches (e.g. random magnetic fields to describe
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Figure 4.1: (a) Two-dimensional hexagonal Bravais lattice formed by two
lattice vectors a; = (3a, @a), a = (2a, —@a), where a is the lattice con-
stant. Each unit cell (one highlighted by a box) contains two atoms [labeled
by solid (A) and open (B) circles]. Vectors b label the position of the indi-
vidual atoms in the unit cell. In the present case, by = (a; + az)/3 (solid
circles), and bp = 2(a; + a2)/3 (open circles). (b) The conical dispersion
relation of an infinite graphene plane, as obtained by the third-nearest neigh-
bor tight-binding approach. Arrows mark the triangular deformation of one

double-cone (see text).

the crumpling of graphene flakes [52]), or numerical techniques. After de-
termining the matrices Hy, H; needed to model graphene in our numerical
framework, we will investigate the eigenstates of graphene-based devices, and
elucidate the influence of the graphene lattice. We then proceed to the trans-
port case, and investigate the consequences of lattice defects and disorder on
the resistance of graphene nanoribbons.

4.1.1 Band structure

Graphene consists of a periodic two-dimensional hexagonal lattice of carbon
atoms [see Fig. 4.1(a)]. The periodicity of the hexagonal lattice is described
by a Bravais lattice formed by two base vectors a;, a;. One unit cell contains
two carbon atoms, labeled A and B. The electronic structure of graphene
near the Fermi edge is dominated by the p, orbitals of the carbon atoms.
Therefore, only the p,-orbital contributes to transport (while the other three
orbitals of the outer shell form three sp? hybrid orbitals that build up the
lattice), reducing the number of tight-binding (TB) orbitals to one per carbon
atom.

We now derive a TB formulation for the bandstructure of graphene. Each
atom of type A [solid circles in Fig. 4.2(a)] is surrounded by three neighbors
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Figure 4.2: (a) Enlarged view of a part of the hexagonal Bravais lattice shown
in Fig. 4.1. The nearest-neighbors of an A-atom are three B atoms (see
smallest dashed circle). Second and third nearest neighbors are siz A atoms
and 3 B atoms, respectively (see larger dashed circles). (b) Three-dimensional
representation of the dispersion relation E(k) of a hexagonal Bravais lattice
in third nearest-neighbor TB approximation. An arrow marks one of the six
touching points of the two bands.

of type B, at relative positions r; = (a; — 2a)/3, 2 = (a; + az)/3 and
ry3 = (ay — 2a;)/3. Conversely, the three nearest neighbors of B are all
of type A, at relative positions —r3, —ry and —r;. The hopping matrix
element (4| H |pp) =: 71 has to be identical for all nearest-neighbor (NN)
interactions (due to the lattice symmetry). The site energy (¢,| H |¢,) =: €o
is equal for both sites A, B. In first NN coupling, the eigenvalue system is

T G ) ()e(n)

where we have introduced the shorthand notation
fl (k) — eikrl _l_eikrz _‘_eikr:;‘ (42)

To more accurately reproduce the features of a realistic graphene flake,
we include third NN coupling [see Fig. 4.2(a)] [53]. This allows for four free
parameters, namely the site-energy €y and the overlap integrals v; o 3, repre-
senting the interaction with the first, second and third nearest neighbor [see
Fig. 4.2(a)]. The resulting dispersion relation [see App. A.2 for details| fea-
tures a double-cone structure with a linear dispersion relation near £ = 0 [see
Fig. 4.2(b)]. We determine the ~; by minimizing the mismatch to ab-initio
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Figure 4.3: (a) Bandstructure of an infinite graphene sheet, calculated with
NN tight-binding (EW, dashed blue line), third NN TB (E®), solid red line)
and ab-initio calculations (E), dotted green line [53]), calculated on a path
connecting M, K and T" points, as shown in the inset . (b) Enlarged view of
the energy region +2eV around the Dirac point. (c) The difference AE =
|E) — EO| [see Eq. (4.4)] of first (solid red line) and third (dashed blue
line) NN coupling to the ab-initio result.
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calculations of the bandstructure, taken from Reich et al. [53], as explained in
section 2.1.2. As the transport properties of graphene are determined by the
bandstructure near the Dirac point, we perform the fit in an energy interval
of £2eV around the Fermi energy. We find the set of parameters

co = —0.026, v = —3.145, 75 = —0.42, 43 = —0.35. (4.3)

We compared these fits to results from ab-initio calculations as well as from a
first-nearest neighbor tight-binding description [see Fig. 4.3(a)]. We find that
the additional freedom of choosing 7, and 73 greatly increases the accuracy
of the tight-binding description, in particular in energy regions close to the
Dirac point. Due to the hexagonal lattice, the double-cone structure of the
dispersion relation near the Fermi energy becomes deformed [see arrows in
Fig. 4.1(b)]. This effect is commonly refered to as triangular warping [54].
Near the K-point, triangular warping results in a pronounced asymmetry in
the Dirac-cone [see Fig. 4.3(b)], which is not correctly accounted for by the
first NN TB calculations. For a more quantitative comparison, we calculated
the error

§E = |Erp — Eay (4.4)

of both third and first NN TB compared to ab-initio results [see Fig. 4.3(c)].
We find that the deviations of the first NN TB approximations are non-
zero even for k values close to the Dirac point. In particular, the triangular
warping effect is underestimated. Reich et al. also provide tight-binding
parameters for third NN coupling [53]. However, they use a non-orthogonal
TB description. The comparison in Fig. 4.3(c) shows that the inclusion of
three TB parameters is already sufficient to capture all essential features of
the graphene bandstructure.

4.1.2 Dirac equation

The linear dispersion relation of the graphene band structure near the Dirac
point closely resembles the dispersion relation of a free massless Dirac equa-

tion,
0 Oy + 10, oa\ DA
(&c—z'@y 0 )(qﬁB)_E(qu)' (4.5)

It is, indeed, possible to arrive at (4.5) by a linearization of the equation for
the bandstructure of graphene [see (4.1)] as shown by Semenoff [55]. The
two-component vector (¢4, ¢p) which appeared due to the two atoms in a
unit cell here takes the form of a two-component spinor. This allows for
the definition of the so-called pseudo-spin s,, which is determined by the
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distribution of the wave function on the A and B sub-lattices. The plane
wave solution for the free massless Dirac equation is

) ek k=k ( Cos Y ) , (4.6)
sin @

where ¢ is the angle between k and the x-axis [41]. The factor ¢/2 in
the exponent of the spinor components has profound consequences on the
properties of |¢,). For scattering potentials that act equally on both sub-
lattices (i.e. with a characteristic length scale much larger than the lattice
constant a = 1.42;1) pseudo-spin is conserved. The interference of two spinors
(4.6) moving at different angles ¢, ¢’ is proportional to

.

[S Q)
[MISNTES

—1

wloah = (

(G| @) = 2 cos d _2 4 . (4.7)

For a backscattered wave, ¢’ = m — ¢, and the matrix element (4.7) van-
ishes. As a consequence, backscattering is strongly suppressed in a perfect,
infinite graphene layer due to destructive interference. On the other hand,
the pseudo-spin becomes ill-defined at the edges or at short-range impuri-
ties in a realistic, finite size graphene nanostructure. We will discuss the
consequences of realistic impurities and edges on the eigenstates of graphene
quantum dots in the following sections.
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4.2 Graphene-based quantum billiards

Classical and quantum (Schrédinger) billiards have taken central stage in
studies elucidating the quantum-to-classical crossover in both regular and
chaotic devices. Theoretical and experimental studies mostly for electron
billiards have revealed surprising new physical phenomena with far-reaching
applications. Dirac (including neutrino [41]) billiards, which have been diffi-
cult to realize experimentally, are now gaining increasing attention due to re-
cent advances in the manufacture of graphene nanodevices |9, 48]. Graphene-
based quantum dots allow for the experimental realization of billiards with
a Dirac-like dispersion relation for the first time. In the following section we
will show that a graphene billiard features clear signatures for physics beyond
the model of a confined massless Dirac spinor. Using the numerical methods
presented in the first part of this thesis, we are able to simulate realistic
graphene quantum dots with linear dimensions of up to 45 nm, a size that
nowadays can be reached experimentally. This work was mainly motivated
by recent advances in fabricating dots with linear dimension d ranging from a
few hundred nm down to about 40 nm, and determining their nearest neigh-
bor energy level spacing distribution [27, 51]. We analyze the influence of
rough edges and disorder on dot wave functions, the density of states (DOS)
and the nearest neighbor spacing distribution (NNSD). We find clear signa-
tures for physics well beyond the simple model of a confined massless Dirac
spinor pointing to the importance of the graphene band structure beyond the
Dirac cones. We address the question to what extent the electron spectra
now experimentally accessible via measurements of Coulomb blockade peaks
reveal information on the roughness and size of the graphene quantum dot.
To put it provocatively: Can one “hear” the rugged shape of a drum if it is
made of a graphene flake?

4.2.1 Edge and bulk defects

We investigate graphene dots with linear dimensions d = \/4W L /1 between
10 and 40 nm containing between 6000 and 75000 carbon atoms. This size
agrees with currently fabricated devices [27]. The shape of the dots is chosen
such that in absence of edge roughness the dot becomes rectangular. One
motivation of this choice was the remarkable result [41] that a Dirac neutrino
billiard of rectangular shape, in sharp contrast to a rectangular Schrodinger
billiard, would feature chaotic dynamics with broken time-reversal symmetry.
The reason for this lies in the chirality of the spin of Dirac neutrinos: The spin
dependence on ¢ (see Sec. 4.1.2) keeps track of the orientation of the neutrino.
At a scattering event, the pseudo-spin is rotated either clockwise or counter-
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Figure 4.4: Different types of local edge defects on a zigzag edge: absorption
of impurity atoms such as (a) hydrogen, (b) OH-groups or (c) oxygen, or
(d,e) a additional carbon atoms instead of a well-defined edge termination.

clockwise (depending on chirality). If time is reversed, the rotation direction
of the pseudo-spin is reversed. This results in a Berry phase contribution of
—1, that breaks time reversal invariance.

The edges of finite-sized graphene devices have been the focus of many
investigations [56, 57, 58]. Due to the gapless bandstructure of graphene, ex-
perimental structures usually are etched, e.g. by oxygen plasma etching [27].
In contrast, in conventional semiconductor heterostructures (e.g. quantum
dots made of GaAs-GalnAs), confinement is achieved by gate voltages re-
sulting in smooth boundary conditions. The etching process employed in
graphene results in an edge roughness of the order of several unit cells [59],
leading to an irregular edge structure. As a consequence, the symmetries of
the honeycomb lattice are broken at the edges [see Fig. 4.4(d-e)]. Another
source of edge disorder are impurity atoms (mainly hydrogen and oxygen)
which are absorbed at the edge [see Fig. 4.4(a-c)], and thus locally change the
DOS. We can include such absorption in our simulations by changing the site
energies of tight-binding orbitals at individual carbon atoms located at the
edges. Because a carbon atom at the edge only has two nearest neighbors,
the C-C bond length decreases. We incorporate this feature by increasing
the nearest-neighbor coupling parameter v; to the outmost carbon atoms by
12% in accordance with recent ab-initio density functional calculations [60]
of finite-width graphene nanoribbons. Edge roughness is simulated by mod-
ulating the horizontal or vertical boundary of the dot by steps of height +dw
and length +46/ randomly chosen from the interval [0, AW], AW < d [see
Fig. 4.5(a)]. We refer to AW as the amplitude of edge roughness which varies
between 0.3 nm (weak disorder) and 2 nm (strong disorder). The resulting
piece-wise straight edge features alternating zig-zag and armchair sections
[see Figs. 4.5(b)].

Bulk scattering in graphene occurs due to lattice defects (i.e. lattice va-
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cancies or impurity atoms) and charged coulomb impurities. The latter re-
sults in finite-range scattering, while the former corresponds to short-range
scatterers that locally break AB symmetry. We model short-range scatterers
by introducing an additional on-site energy £y = 0.1eV on randomly chosen
lattice sites. For finite-range disorder, we include a potential

V(r) = Vpe alrrol (4.8)

centered at a randomly selected lattice site rg [see Fig. 4.5(c)]. The screening
length o was chosen at 5nm, i.e. larger than the lattice constant. We use an
impurity density n; < 1.8 - 107 impurities/carbon, as estimated by recent
work [61], resulting in about 10 to 100 defects per flake.
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Figure 4.5:  Schematic diagrams of graphene quantum billiards: (a) (Approz-
imately) rectangular quantum dot with rough edges. (b) Rectangular segment
of a graphene flake, vertical edge armchair, horizontal edge zig-zag termi-
nated. (c) Rectangular graphene quantum dot with randomly placed point
scatterers.

The spectrum of the graphene quantum dots is determined by the IRAL
algorithm (see section 2.1.5). We obtain the 500 eigenstates closest to the
Fermi edge. Our ensemble averages for the DOS (p), = (O, 6(E — Ei))¢
encompass typically 5000 disorder realizations &.

4.2.2 Density of states

If graphene-based quantum dots were to be described by a Dirac equation,
the DOS close to the Fermi energy would feature the linear dispersion relation
of a massless Dirac particle ¢,

1

ple) = WCF el (4.9)

43



AW =0.6nm

R
= (b)i o

AW = 2nm
-0.6 -0.4

Figure 4.6:  Ensemble-averaged density of states (p(E)), of graphene quan-
tum dots with increasing edge roughness. The size of all devices is equal,
d = 20nm (20.000 atoms). The edge roughness increases, see different values
for AW in the sub-figures. The width W of the flakes is 16nm. Dashed lines
indicate the averaged linear DOS for Dirac billiards according to Eq. (4.9).
The inset shows a magnification of the K — K’ splitting of 12meV . The single
peak just below E = 0 is due to localized states at the zigzag edges, see text.

where d = \/4W L /7 is the effective diameter of a dot with area WL and ¢ is
measured relative to the conical intersection [Fig. 4.5(a)] assumed to coincide
with the Fermi edge. However, the simulated DOS for graphene quantum
dots [see Fig. 4.6] displays marked deviations from Eq. (4.9). For weak dis-
order pronounced size quantization peaks appear [see e.g. vertical arrow in
Fig. 4.6(a)]. Their positions are determined by the smallest linear dimension
of the flake [57, 62, 63]. We have investigated both cases W < L (W > L),
and find the same qualitative behavior. In the following, we assume W < L.
Note that width (W) and length (L) of the rectangular flake are not strictly
equivalent as the vertical boundary features an arm-chair border while the
horizontal forms a zig-zag border. The distance between the quantization
peaks is AE = hvpm/W ~ 1.5/W[eV], width W given in nm. This yields
an analytic prediction for the energy separation of 0.1eV for the peaks in
Fig. 4.6. Weak disorder, i.e. small edge roughness can induce coupling be-
tween the cones at K and K’ [Fig. 4.5(a)]. This manifests itself by a fine
structure of size quantization by lifting the degeneracy [inset in Fig. 4.6(a)].
The quantum confinement peaks in the graphene dot are enhanced compared
to a corresponding Schrodinger billiard of the same geometry in part because
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of both the altered dispersion relation and the additional degeneracy. Strong
disorder smears out size quantization patterns and the DOS begins to re-
semble that of a zero-mass Dirac fermion in free space (Eq. 4.9). Only when
the edge roughness can be limited to the sub-nanometer scale, quantized
conductance in graphene nanoribbons persists [49].

(a)  10nm (b)

Figure 4.7: FEigenstates of graphene-based quantum dots. The dot area is
about 225nm? (13.000 carbon atoms) Eigenenergies are (a) 65 meV (b) 220
meV (c) 650 meV (d) 1020 meV respectively. The edge roughness parameter
AW = 1nm in (a-c) while n; = 0.005 in (d) . White arrows in (a) mark
the localized wavefunction near the zigzag edge (see text). White dots in (d)
mark the center of long-range impurities.

Even in the limit of strong disorder, the prominent peak in the DOS
near the Fermi edge remains unchanged. A direct look at the wave func-
tion [Fig. 4.7(a)] reveals its origin. The peak in the DOS is due to a large
number of strongly (Anderson-)localized states at the edges of the graphene
flake. Each eigenstate features a non-vanishing amplitude only at a few,
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not always spatially connected carbon atoms, with a decay length into the
bulk of typically 0.5 nm [see left arrow in Fig. 4.7(a)]. We find that the
eigenenergies of these states are extremely sensitive to the site energies at
the corresponding lattice sites. This agrees well with the experimental obser-
vations of strong fluctuations of Coulomb resonance positions as a function
of an applied side gate voltage in the electron transport through graphene
constrictions [10]. We expect that the different functional groups (e.g. H-
or OH-, see Fig.4.4) attached to the outermost carbon atoms may strongly
influence the local DOS and the distribution of localized eigenstates of this
localization peak relative to the Fermi edge. In particular, the on-site en-
ergies of the carbon atoms situated at the outmost zigzag edge will vary
strongly with position (as different functional groups, on-site potentials due
to the substrate, etc. influence the local electrostatic potential). The detailed
description of the resulting site energies is beyond the scope of this work.

4.2.3 Eigenstates

Delocalized states contributing to the size quantization peaks show pro-
nounced features well beyond the simple picture of a confined zero-mass
Dirac particle. While the transverse quantization resembles that of a conven-
tional conductor, the interference pattern in the electron probability density
[Fig. 4.7(b)] results from the simultaneous presence of multiple wavelength
scales for the cone near the K point (unlike wave functions near the I" point),
in k = (kg + vpmw /L, vpw/W): Parallel to armchair edges (i.e. in vertical di-
rection in Fig. 4.7), the wavelength is of the order of twice the width of the
ribbon-like dot &~ 32 nm. Parallel to zigzag edges, (i.e. in horizontal direction
in Fig. 4.7) the wave oscillations are much shorter with a typical wavelength of
0.7 nm [see Fig. 4.7(b)] resulting from beating (frequency ratio 3:2) between
lattice periodicity a = 0.24 nm and the Fermi wavelength \p &~ 0.37 nm. We
find beating patterns with this characteristic length scale to be universally
present in all delocalized states, even in the presence of finite-range disorder.
Only because of the sub-nanometer length scale of A\p at the K point is the
graphene dot sensitive to edge roughness and disorder on a length scale of
a few nanometers. This would not be the case if the Dirac cone were situ-
ated at the I' point. The reason for the K-point (kr,0) [as opposed to the
points at 60 and 120 degrees, (kr/2, £v/3kr/2)], to appear in the eigenstate
shown in Fig. 4.7(b) is the orientation of the zigzag (armchair) edges in the
flake parallel (orthogonal) to the (kg,0) direction. Note, however, that all
three directions appear for higher transverse quantum numbers, resulting in
enhancements along the three zigzag-directions of the lattice [i.e. horizon-
tal, 60 and 120 degrees, see dashed lines in Fig. 4.7(c)]. As a consequence,
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eigenstates feature a 2D hole (“swiss-cheese”) pattern emerging from the in-
terference of plane waves rotated by 60 degrees relative to each other [see
Fig. 4.7(d)].

4.2.4 Level spacing statistics

(6l Graphene-billiard
Schrodinger-b.

—Hasegawa

""" Poisson
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Figure 4.8:  Distribution P(s) of the mean level spacing for different billiards.
(a) Rectangular graphene flake with smooth edges (3 = 0.07). (b) Graphene
flake with finite edge roughness AW = 0.5 nm (6 = 0.4), (¢) with AW =
1 nm (8 = 2.5). (d,e) Schridinger billiards with same edge roughness as
(a,b), see text. The solid red curve shows fits to the Hasegawa distribution.
Dashed (dotted) lines show a Wigner-Dyson (Poisson) statistic as quide to
the eye.

In order to delineate the influence of disorder and edge roughness on
the energy level statistics, we have determined the NNSD, P(AFE), i.e. the
probability that the energy difference between two adjacent energy levels
is AFE, for different amplitudes AW of edge roughness as well as different
scatterer concentrations n;. Within the framework of quantum dynamics
of Schrédinger billiards, P(AFE) follows a Poisson distribution for separable
(classically regular) shapes while it should display a Wigner-Dyson (or GOE)
distribution for irregularly shaped (classically chaotic) billiards. In contrast,
even rectangular shaped Dirac neutrino billiards have been shown to feature
a GUE distribution because of the broken time reversal symmetry due to
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chirality [41]. After spectral unfolding [s = p(g;), with (P(s)) = 1 and
(sP(s)) = 1] we find for the ideal rectangular graphene dot (AW = 0)
a near-perfect Poisson distribution [see Fig. 4.8(a)]. We do not expect a
perfect fit to the Poisson limit, because the rectangular shape of the flake
is only approximated by the hexagonal lattice, i.e. on the length scale of
the lattice spacing separability is broken. By gradually increasing either
the edge roughness or the defect concentration n;, the distribution smoothly
evolves into a Wigner-Dyson like statistics [see Fig. 4.8(b,c)]. Clearly, such
a behavior reflects the conservation of time-reversal symmetry in graphene
quantum dots. Among the distribution functions suggested for the transition
regime for classically mixed phase space [64, 65, 66, 67, 68], the best fit for
the disorder parameters and geometries investigated was achieved for the
two-parameter Hasegawa distribution [69]

pse_ps_(aps)2/2

)
\/p282€—a2p2s2 + 526_2[)8

Py(s;a,8) =N (4.10)

where p and N are determined by the normalization conditions (Py) = (sPy)
= 1 [69]. While the control parameter [ describes the transition from Pois-
sonian (4 = 0) to Wigner-Dyson statistics (§ — o0), a is a system-specific
constant. Indeed, we find @ = 0.75 to correctly reproduce our numerically
obtained NNSD for different values of both edge roughness as well as for
different concentrations of scatterers [see Fig. 4.8(a-c)]. A strong edge rough-
ness of 2nm (or impurity concentration n; = 5 - 1073) is required to reach
the completely chaotic limit, i.e. a Wigner-Dyson NNSD statistics. Remark-
ably, for moderate values of the edge roughness amplitude (AW = 0.6 nm) a
Schrodinger billiard and a graphene billiard of the same geometry display a
markedly different NNSD (Fig. 4.8): While for moderate disorder values the
Schrodinger billiard has already reached the Wigner-Dyson limit (5 — o),
for the graphene the NNSD still is closer to the Poisson limit, pointing to
the unique spectral properties of graphene. The quasi-regular dynamics in
graphene is more stable against disorder than in corresponding Schrodinger
billiards.

To further elucidate the evolution from regular to chaotic dynamics in
graphene-based nanostructures we investigated the density distribution of
eigenstates, i.e. the distribution of values 7 := [¢(r)| and n?. In the chaotic
GOE limit, the former follows a Gaussian distribution

Py = 2%, I() = / " Py = et (4.11)
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while the latter is described by the Porter-Thomas distribution [70]

P(n?) = \/217T—7]6_ . I = erf\/g, (4.12)

which has originally been suggested to describe the distribution of resonance
widths (i.e. transition probabilities) in nuclear reactions. For graphene bil-
liards, we find a (slow) convergence to the RMT predictions for both distri-
butions (see Fig. 4.9), in line with the slow convergence of the NNSD to the
GOE limit.

(SIS

AW = 2nm

P (1)

Figure 4.9: Integrated distributions functions I(n) = [ P(n)dn of values
n = |Y(r)| (a) and n* (b), for increasing values of edge disorder as given
in the figures. An ensemble of function for 20 eigenstates is shown. The
inset shows the corresponding non-integrated distributions. The blue solid
line shows the RMT predictions for the GOE case (see text).

The reason for the increased stability of graphene-based devices against
chaotic dynamics is closely related to the electronic structure of graphene
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at the K point [Fig. 4.1(b)]. In a classical rectangular ballistic billiard with
only rectangular edges along the armchair or zig-zag direction an additional
constant of motion, the magnitude of the linear momentum |k|, exists. Such
billiards are therefore classically regular irrespective of the number or size of
the edges. By contrast Schrodinger billiards with wavenumbers near the I’
point cannot resolve the exactly rectangularly shaped edges due to the larger
de Broglie wavelength and thus mimic chaotic dynamics. For the same size of
the edges AW, the graphene eigenstate features a much shorter wavelength
due to the position of the Dirac cone near the K point in the Brillouin zone.
The quantum dynamics of the graphene billiard is therefore closer to the
classical limit and its level statistics closer to the Poisson limit of regular
dynamics.

0905 10 15 20 10 14 18 22
AW [nm] d[nm]

Figure 4.10:  Dependence of level statistics on the roughness and size of
graphene quantum dots. (a) Dependence of the control parameter 3 for the
transition from a Poisson to a Wigner-Dyson distribution (Eq. 4.10) on the
edge roughness amplitude AW or the defect density n;. (b) Dependence of
rescaled mean-level spacing 6 = (AE - E/Ey)meV, where Ey was taken at
100meV, on the size of the quantum dot. Triangles represent experimental
data, rescaled by E/Ey = 25/100 to take into account the energy dependence
of the DOS [27].

Of potential technological significance is the dependence of the nearest-
neighbor spacing distribution on the disorder of a graphene billiard which
might be used as a quantitative indicator. For all three classes of disorder
we consider (edge roughness, short and long range disorder) we find a linear
relation between the NNSD parameter § and the edge roughness amplitude,
B ~ 2AW, and between ( and the defect density, 5 ~ 0.7n; [Fig. 4.10(a)].

50



As 3 can be obtained with high precision from a fit to P(s), the edge rough-
ness or defect density can be deduced from the NNSD. We suggest that this
dependence could be used to estimate the disorder in experimentally real-
ized regularly shaped graphene quantum dots. Numerically, we find § ~ 4
in a fit to data for recent experimental investigations of a 40nm graphene
billiard [27], corresponding to an effective roughness AW, &~ 2 nm, or an
effective defect rate of n; ~ 5.5 1073 (see black triangles in Fig. 4.10). As
the second moment o = <32P(s)>6 of the NNSD decreases with increasing
disorder, one could alternatively obtain an estimate for the roughness of a
flake from 0. We find however, that the dependence on 3 is numerically more
reliable, as the entire distribution is used for a fit to Pp.

While the shape of the unfolded NNSD, P(s), is sensitively dependent
on disorder, it is to a good degree of approximation independent of the size
of a graphene flake. By contrast, the absolute level spacing (AFE) contains
direct information on the size of quantum confinement. By rescaling each
level spacing by the local energy, relative to a fixed energy Ey = 100meV,
one obtains the energy independent expectation value

_ E , 2 5500nm?
d = <AE : Eo> = (hor) PE - & meV. (4.13)

This rescaled mean level spacing is, indeed, independent of edge roughness
and disorder [see Fig. 4.10(b)]. Note that in spite of the large contribution
of Anderson localized states near the Fermi edge the mean level spacing
accurately follows Eq. (4.13). To achieve agreement with Eq.(4.13) we have
included in the ensemble the states up to 1eV away from the Fermi edge.
The increased spacing of the more distant levels offsets the clustering of the
localized levels near the Fermi edge. Agreement with the experimental data
point [27] near d = 40 nm is remarkably good. While one still “cannot hear
the imperfect shape of a drum”, the size and roughness of graphene quantum
dots can be, indeed, inferred from the spectral properties.

4.2.5 Magnetic fields

Using the Peierls substitution presented in section 2.1.6 we now include a
magnetic field into our graphene flake eigenenergy calculations. The solution
of the Dirac equation in a magnetic field B yields Landau levels at energies
EP which, in contrast to materials with parabolic dispersion relation, feature
a square-root dependence on B [71], according to

EP = sgn(n)y/2ehvi|n| B, neZ. (4.14)
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Figure 4.11: (a) Energy levels of a graphene-based quantum dot (diameter
d = 40nm) as a function of a perpendicular magnetic field. Blue lines mark
the first and second Landau levels [see Eq. (4.14)]. (b) Energy levels of a
Schradinger quantum billiard of the same size as (a). Blue lines mark the
first three Landau levels [see Eq. (4.21)].
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In graphene-based quantum dots, we expect (4.14) to be a good approxima-
tion for states at the center of the dot. Close to the edge, edge roughness will
lead to deviations from the Landau levels of a perfect Dirac equation. We
have investigated the eigenstates of a graphene-based quantum dot with a
diameter d = 45nm in a perpendicular magnetic field. We observe the forma-
tion of Landau levels with the expected square root dependency (4.14) [see
Fig. 4.11(a)]. The first Landau level EP separates regions of qualitatively dif-
ferent behavior: eigenenergies above EP feature a complicated B-dependence
as a result of many avoided crossings. In contrast, eigenenergies below EP
slowly converge (for increasing B) towards EJ in parallel, well separated
lines. We give an estimate for the number of states /N in a Landau level: on
average, the density of states in a graphene-based quantum dot features a
linear dependence on E, according to (4.9). The number of states N in an
energy interval symmetric around the Dirac point is thus

+E 1 -
N(E) = /_E p(e)de = 2(hvp)2d E~. (4.15)
By combining (4.14) and (4.15) we obtain the number of states N(EP) in
the energy interval [—EP, EP] around the Landau level at EJ,

N, (EP) = §(wd2)3 = 43, (4.16)

h Dy

where @ is the magnetic flux through the dot and ® is the magnetic flux
quantum h/(2e). For a dot diameter of d = 45nm we find N; ~ 3B. When
counting the number of lines in Fig. 4.11(a) in the interval [-EP | EP] at dif-
ferent magnetic field strengths, we do not find that (4.16) is well-represented.
The reason for this is the number of localized states near Er = 0 (as dis-
cussed in Sec. 4.2.3) that locally decreases the density of states. Nevertheless,
(4.16) will enable us to give an estimate for the number of states in-between
Landau levels, as outlined in the following paragraph.

For an infinite sheet of graphene, energy levels are described by (4.14)
even for an arbitrary weak magnetic field. The question thus arises at which
magnetic field strength an experimental formation of Landau levels will be
observed in a quantum dot. To give an estimate, we consider the length scale
of an individual Landau orbit, which is given by the magnetic length

he 1
=/ = = 925. - 4.1
le =1/ "z 5 7nm\/§, (4.17)

where B is given in Tesla. We expect Landau level formation as soon as
l. is small compared to the dot radius: only states located at a distance of
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at least [. away from the edge of the flake can be expected to follow bulk
Landau level statistics, uninfluenced by edge effects. We define an effective
dot diameter

deg ~d — 1, (4.18)

which reflects the reduced dot area A.g for which eigenenergies should be well
described by bulk Landau levels.! We can then argue that only a fraction

vi= Ag/A, Ag = %(deﬂf (4.19)
of eigenenergies should, at a given magnetic field strength, follow the B-field

dependence of Landau levels (4.14). The remaining
N,=N(1-v) (4.20)

states still “feel” the influence of the finite dot size, and feature eigenenergies
¢ in-between Landau levels. For a magnetic field strength of B = 10T, we
obtain (for the d = 45nm dot we consider) v = 0.42, and thus N, = 17.4
states that have not yet reached the Landau level at EJ’ = 0. Half of these
states should be located in the electron side of the spectrum. From the data
shown in Fig. 4.11, we can simply count the number of states between 0 and
EP for a fixed magnetic field to check the validity of Eq. (4.20). Results are
given in Tab. 4.1 for four different field strengths. In view of the simplicity
of our argument, the agreement with numerical data is surprisingly good.
Conversely, the number of energy levels in between Landau levels should
give an estimate for the effective diameter d.g of the dot. While (4.19)
does not take into account bulk scattering (i.e. eigenenergies are assumed to
follow Landau level quantization in the bulk of the flake), it still serves as an
estimate for the amount of impurities and edge scattering in an experimental
graphene flake. Moreover, (4.20) may be evaluated at different magnetic
field strengths to obtain statistics. We note, however, that field strength of
above about 7 Tesla will be needed to observe a sufficient convergence of
eigenenergies towards Landau levels in experiment.

Note that our argument relies on comparison to the DOS at finite and
zero magnetic field. For conventional Schrodinger based quantum dots, this
is not readily possible, as forbidden energy regions (i.e. energy regions where
the DOS = 0) are introduced by high magnetic fields. For illustration, we
plot the energy levels of a conventional Schrodinger quantum dot featuring

1 As we consider an approximately circular dot, we can use the simple relation (4.18).
For more general dot shapes, the relation between d.g and /. becomes more complicated.
Note that deg is bounded from below by the edge roughness of the dot.
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B[T] IN, [Eq. (4.20)]  LIN,[Fig. 4.11]
10 8.6 9
20 13 13
30 16.4 15
40 19.2 19

Table 4.1: Number of eigenstates in between Landau levels for four distinct
magnetic field values based on either Eq. (4.20), or counting of states in
Fig. 4.11.

parabolic dispersion [see Fig. 4.11(b)]. The corresponding Landau levels E2
feature a linear dependence on energy,

B 1
ES = h% <n+ 5) , neN. (4.21)

As a consequence, there are no allowed states for energies below EY, while
there is no such forbidden energy region in graphene (due to the existence
of Ef). For low field strength, however, the patterns created by avoided
crossings look remarkably similar for Schrodinger and Dirac based systems.
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4.3 Transport through graphene nanoribbons

Following the discussion of eigenstates in finite-sized graphene-based quan-
tum dots, we now proceed to the scattering problem through graphene-based
devices. The powerful numerical method presented in the first part of this
thesis allows for an investigation of realistically-sized graphene-based scat-
tering structures. In particular, we are interested in the influence of the
hexagonal graphene lattice on the conductance through graphene nanorib-
bons. We introduce different lattice distortions that act differently on A and
B lattice sites and thus break pseudo-spin conservation. As a consequence,
backscattering occurs (as pseudo-spin-based arguments why backscattering
is suppressed in graphene no longer apply, see section 4.1.2). To obtain a
quantitative estimate of the backscattering caused by different lattice de-
fects, we investigate the Fourier transform of the scattering states. We find
pronounced peaks near the K and K’ points of the reciprocal lattice, that
give quantitative evidence of the amount of K — K’ scattering.

Figure 4.12: (a) Schematic drawing of a zigzag graphene nanoribbon with
finite width W. We introduce lattice defects or edge roughness inside the
grey scattering area. Dispersion relations are shown for W = 40 (b) and
W =10 (¢c).
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4.3.1 Scattering problem

Since the first experimental discovery of graphene nanodevices four years
ago [12] transport measurements on graphene nanodevices have been per-
formed in many groups (see e.g. [10, 12, 46, 59] to name a few). The energy
of current-carrying electrons in graphene is controlled experimentally by ap-
plying a back-gate voltage Vg, that changes the number of charge carriers
in the graphene flake by

N = nVgq, (4.22)

where n ~ 7.2 - 10V ~!m? is an approximation for the capacity of the gra-
phene flake [72]. Unfortunately, this estimate depends not only on device
characteristics, but also on the applied back gate voltage. Experimentally, n
can be determined with high accuracy for a given device from the lever-arm
of Coulomb diamonds [10, 51]. The number of states N in (4.22) can also be
related to the density of states: the Fermi sphere will be filled, at thermal
equilibrium, to the energy necessary to accommodate all N states. Due to
the linear dispersion of graphene, the number of states N is proportional to
E?,

No L g (4.23)

7(hvp)? '

from which follows a square-root relation between the back gate voltage, and
the energy at the Fermi edge

E = h’UF\/ T]VBgT('. (424)

In the following, we will use (4.24) to present the transmission as a function
of back-gate voltage instead of the particle energy.

We consider scattering through an infinitely long nanoribbon of width W
(i.e. we do not model the contact region). The edge of the ribbon is cut along
a zigzag line of the hexagonal lattice [see Fig. 4.12(a)]. In a finite region of
length L, we introduce edge roughness or defects into the ribbon [see shaded
area Fig. 4.12(a)] and calculate the resulting transmission 7" and reflection
R.

Due to the finite width of the nanoribbon, the transverse component of the
wavevector becomes quantized. As a consequence, the cone-like dispersion re-
lation of graphene is reduced to a discrete set of curves [see Fig. 4.12(b)]. The
distance in energy between adjacent curves is proportional to W1, i.e. dis-
crete modes (and thus quantization steps) are more widely spaced for narrow
ribbons [compare (b) and (c¢) in Fig. 4.12]. As a result, the conductance G
of an ideal graphene nanowire features quantization steps with the height of
two conductance quanta, 2¢*/h (neglecting spin), due to the two contribu-
tions of the K and K’ cone. As will be shown, the quantization plateaus in
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the conductance of graphene nanoribbons are very sensitive to disorder. As
a consequence, the experimental demonstration of size quantization peaks in
graphene remains elusive, although recent publications claim to have found
equally-spaced plateau signatures in transport measurements they attribute
to quantization steps [49].

4.3.2 Edge roughness

In section (4.1.2), we have discussed one of the consequences of the graphene
pseudo-spin s, on scattering processes in graphene: due to destructive in-
terference between an incoming and a retro-reflected wave, backscattering is
strongly suppressed. This argument, however, heavily relies on the conserva-
tion of s,, which is a good quantum number only for an infinite, perfect sheet
of graphene. Once the symmetry between A and B sub-lattices is broken,
sp is no longer conserved, and arguments based on pseudo-spin conservation
may fail.

As outlined in section 4.2.1, edge effects play an important role in gra-
phene nanodevices. To investigate the influence of edge scattering on the
transport properties of graphene, we use the model for edge-roughness we
developed in the context of graphene quantum billiards. We consider sample
ribbons of about 40nm width, corresponding to roughly 400 carbon atoms
in transverse direction. Five different ribbon widths in the range 40 & 0.5nm
are employed to simulate rough edges [see Fig. 4.13(a)]. A graphene nanorib-
bon is then assembled out of a random sequence of 35 rectangular modules
[see Fig. 4.13(b)]. The length of each rectangular module is chosen at ran-
dom in the range of 0.24 to 10nm. Finally, all modules are connected to
two ideal half-infinite graphene waveguides. We average over 100 realiza-
tions £ of nanoribbons to eliminate non-generic features of particular ribbon
configurations.

In such rough-edged ribbons we find conductance to be much lower at en-
ergies away from the Dirac point compared to a smooth-edged ribbon of equal
width [see Fig. 4.13(c)]. Conductance drops symmetrically around E = 0,
i.e. electron-hole symmetry is conserved. The quantization steps due to the
transverse confinement are strongly suppressed. Indeed, there seems to be a
pronounced dip in transmission instead of a step (see arrows in Fig. 4.13).
This counterintuitive reduction of transmission with increasing energy has
also been found by other numerical descriptions of transport through gra-
phene nanoribbons [5]. Considering the dynamics of the free Dirac equation,
the pronounced effect of the edges seems, at first glance, surprising. How-
ever, due to the abrupt termination of the lattice at the edge the pseudo-spin
becomes ill-defined upon reflection at the edges. As a consequence, we ex-

58



AW |74
L
(c)
T T T T
o b e 2
e AW =l
... I ..
o, W N | AW = 2nm | e
6 a ° .{o*l n | | .l.of.'l. ° o4
o AL | | me ©° N
v, AAAAAM.A‘ Jer ° e __ —— __I ;. . v .“AAAAA 3 v
AN ! . ; £
R - | s L
A :‘:"'vi.. | | [ A;Wv‘.. rv bl
9 4 T, M A Yalm | i | m :‘n vaA }‘E . T
G[%] A aRE, X A
h v:;:.: II..:: RELE
ey lﬁ:’v 1
~ 1 : : :&v ~
w .
2t A w1
AW = 3nm Hi
Wohow
AW = 4dnm 4 i ¢
YANEE
O L
-60 -40 -20 0 20 40 60
VBa

Figure 4.13: (a) Five building blocks of different height in a range W + AW
were used to (b) assemble a rough-edged graphene nanoribbon. (c) Ensemble-
averaged conductance of 40nm wide graphene ribbons with different degree of
edge roughness AW, as shown in the inset. Conductance of a smooth ribbon
is shown as dashed black line. Arrows (1) mark dips in the conductance (see
text). A Solid [open] triangle marks the energy of the scattering state shown

in Fig. 4.1 (a) [(b)].
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Scattering state (d) Scattering state

40 nm
40 nm

A-sublattice A-sublattice

B-sublattice B-sublattice

Figure 4.14: (a) “Snake-like” scattering state of a rough-edged graphene
nanoribbon [see open triangle in Fig. 4.13(c)]. A dashed white line has been
inserted as guide to the eye (see text). (b) A sublattice [(c) B sublattice] of
the scattering state shown in (a). (d,e,f) Same as (a,b,c) at different energy
[see solid triangle in Fig. 4.13(c)]. White arrows mark deviations between
the A and B sublattices (see text).
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pect pseudo-spin conservation to break down as soon as edge roughness is
introduced.

To further elucidate the role of the pseudo-spin in realistic, edge-disordered
graphene nanoribbons, we consider individual scattering states of the disor-
dered nanoribbon. States with energy close to the Dirac point [an energy
region where conductance is only weakly affected by edge disorder, see open
triangle in Fig. 4.13(c)] feature comparatively low amplitude at the edges
[see Fig. 4.14(a)]. However, if we plot the wave functions on the A and B
sub-lattice separately, we find unexpected differences between the scattering
wave functions on the A and B sub-lattice, clearly marking the breakdown
of the pseudo-spin solutions presented in Eq. (4.6) [see Fig. 4.14(b,c)]. We
find an enhancement of the A (B) sub-lattice scattering wave function at the
upper (lower) edges of the ribbon, i.e. at those edges where the outmost car-
bon atom is of type A (B) [see Fig. 4.14(b,c)]. Near the center of the ribbon,
the scattering state features a uniform “snake-like” pattern that seems unaf-
fected by edge disorder [see white dashed line in Fig. 4.14(a)]. These states
correspond to the perfectly conducting channel described by Wakabayashi et
al. [73]. For scattering states at energies where the transmission is reduced by
edge disorder [see solid triangle in Fig. 4.13] interaction with the rough edge
structure is more pronounced [compare Fig. 4.14(a,d)], resulting in strong
differences between the A and B sub-lattices. We find strong localization
of the wave function near corners of the edges that are only visible in one
sub-lattice [see white arrows in Fig. 4.14(e,f)]. We therefore attribute the
dramatic drop in conductance to pronounced backscattering at the corners,
where the AB symmetry is broken: simple arguments for the reduction of
backscattering in graphene based on the conservation of pseudo-spin fail at
the edges of the lattice.

To better understand the interference pattern visible in the scattering
states [see e.g. Fig.4.14(d)], we integrate out the y component of the scatter-
ing wave function,

Bk =5 [ 106, (4.25)

We find oscillating patterns with two distinct length scales [see Fig. 4.15(a)]:
(i) the short beating period of A = 0.7nm, as discussed in section 4.2.3
[responsible for the “fuzziness” of the oscillation pattern in Fig. 4.15] corre-
sponding to the distance (in k space) between the I' and K points and (ii)
a much slower variation with a length scale A = 30nm [see A in Fig. 4.15],
which corresponds to the wavelength associated with the linear dispersion
relation £ = vphk, i.e. from the K point to a particular point on the Dirac
cone associated with the scattering state. These two length scales differ by
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two orders of magnitude.
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Figure 4.15: (a) Probability distribution |¢(z)|? of two scattering states in a
10nm wide nanoribbon with edge roughness AW = 0.8nm. (b) Logarithmic
plot for the two states shown in (a) and a scattering state of a 20nm wide
ribbon (see inset) for ribbon length L up to 3um. (c¢) Part of the non-localized
[(d): localized] eigenstate shown in (a). The oscillation period A is marked

in (d).

As shown by Anderson in 1958, random disorder leads to exponential
localization of scattering states [74]. In the case of the graphene nanoribbons
discussed above, edge roughness, in particular sharp corners where the A-
B lattice symmetry is broken, plays the role of disorder, thus leading to
Anderson localization in edge-disordered graphene nanoribbons [56]. For
ribbon lengths L = 3um, we find a near-perfect exponential decay of the
scattering wave function over 8 orders of magnitude [see Fig. 4.15(b)]. We
fit a localization length

[ih(z)|? ~ e 14, 4 ~ 160nm. (4.26)
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For broader ribbons [see, e.g., W = 20nm in Fig. 4.15(b)], we find longer
localization lengths scaling with 6W/W | ie., 4 ~ 320nm for W = 20nm
[see lines in Fig. 4.15(b)]. Superimposed on the exponential decay (4.26) are
oscillations on the scale of A that result in large-scale fluctuating patterns
in the scattering wave function [see Fig. 4.15(d)]. In contrast, the snake-like
perfect-conducting channel features no localization effect even on a length
scale of 3um. The wave function patterns look uniform over the entire ex-
tension of the nanoribbon [see Fig. 4.15(c)].

4.3.3 Fourier transform

In contrast to AB scattering (that changes pseudo-spin) K-K' scattering does
not depend on the pseudo-spin. To disentangle these two types of scattering
present in graphene, we consider the Fourier transform of a Bloch state

Un(z,y) = e®=nTy, (1) (4.27)

in the left half-infinite waveguide incident on the disordered part of the
nanoribbon [i.e. the shaded region in Fig. 4.12(a)]. x,(y) represents the trans-
verse eigenfunctions of mode n propagating in x-direction with wavenumber
k. (see discussion in section 3.1). The Fourier transform of (4.27) is given
by

Jn() = Flipu(r)] = # / dr ,(r) e, (4.28)

[see Fig. 4.16(a)], where the integral goes over a finite area A in the asymp-
totic region of the waveguide, i.e. far away from the scattering device. For
a hexagonal lattice, the real and the reciprocal lattice are rotated by 90 de-
grees with respect to each other [23]. The first Brillouin zone for the zigzag
ribbons we consider is thus given by a hexagon resting on a side rather than
a tip [see white hexagon in Fig. 4.16(a)]. Due to the finite size of A, the
Fourier transform features a grid of horizontal and vertical lines. In con-
trast, the Fourier transform of a plane wave in an infinite sheet of graphene
would feature non-vanishing amplitudes only near the K and K’ points of
the reciprocal lattice. For the Bloch state (4.27), we find vertical lines only
through the K’ points [see Fig. 4.16(a)]. There is no discernible fine structure
near the K’ point [see inset in Fig. 4.16(a)], since the incoming state (4.27)
only consists of a single mode. To better visualize the amount of K and K’
contributions to ¢ (k), we integrate over the k, coordinate

BEP = [ k1500 (4.29)
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Figure 4.16: Two-dimensional Fourier transform W(k) , and projection
1W(ky)|? (see Eq. 4.29) of the incoming (a,d), reflected (b,e) and transmitted
(c.f) part of the scattering state in the waveguides. The inset shows an en-
larged view of the K’ point [a white dotted half-circle is inserted as quide to
the eye in (b), (c), see text]. The first Brillouin zone of the reciprocal lattice
18 shown as white hexagon.

For the Bloch state (4.27) the projected Fourier transform (4.29) features
peaks at the k, values corresponding to K’ [see Fig. 4.16(d)|. If we choose
different mode numbers n in (4.27), we find modes featuring non-vanishing
amplitude only at either K or K’ lines. This shows that the individual
modes in a graphene nanoribbon correspond, indeed, to either K and K’
contributions, i.e. no K-K' mixing is introduced in the mode basis.

Let us now consider the scattering of the incoming Bloch state (4.27) in
the disordered part of the graphene nanoribbon. The scattering off the disor-
dered edges is described by reflection (7,,,) and transmission (t,,,) matrices
of the nanoribbon. The Fourier transform of the reflected and transmitted
part of (4.27) is thus given by

= Fltwn @], OFK) =3 Flrpn tm(®)]  (4.30)

far away from the scattering device [see Fig. 4.16(b,c)]. Depending on the
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amount of K-K' scattering inside the cavity, both reflected and transmit-
ted Fourier transforms feature non-vanishing amplitudes at both K and K’
lines [see Fig. 4.16(e,f)]. The relative strength of the K and K’ lines is di-
rectly correlated to the amount of K-K' scattering. Furthermore, there is
an additional fine structure near the K’ and K points: a half-circle forms
around the Dirac points [see inset in Fig. 4.16(b,c)]. The surface of section
of the double-cone bandstructure with a plane of constant energy is a circle,
the diameter of which is given by the energy. In the reflected (transmitted)
part of the wave function, we only see the left half (right half) part of this
circle, corresponding to negative (positive) group velocities [the other half-
circle corresponds to opposite momentum, compare dashed white circles in
the inset of Fig. 4.16(b) and (c)]. The reason why the circular fine-structure
does not appear in the Fourier transform of the incoming Bloch state lies
in the number of modes available to build up the Fourier transform: for the
incoming wave, only a single mode n contributes. As a consequence, there
is only a single k,,, component in the Fourier transform. In contrast, the
scattered wave consists of many mode contributions ) ¢,,,%:,. The reason
for the spreading of the reflected and transmitted wave function onto the
complete half-circle lies in the pronounced AB scattering at the rough edges,
that breaks pseudo-spin conservation, and thus distributes the reflected wave
along the entire accessible half-circle of the bandstructure. The Fourier trans-
form thus allows us to assess the amount of both K-K’ scattering (by the
relative amplitude around the K and K’ points in the reciprocal lattice) and
AB scattering (by the spreading around one distinct K point).

4.3.4 Lattice vacancies

Up to now, we have only considered edge disorder in the transport proper-
ties of graphene. As discussed in the previous subsection, scattering at rough
edges breaks the AB symmetry and leads to pronounced K-K’ scattering at
the edges. At energies close to the Dirac point, we have identified snake-like
states that are completely unaffected by edge disorder. Comparison with ex-
perimental data on the transmission through graphene nanostructures (see
e.g. [27]) shows, however, a much lower conductance than our model, in par-
ticular near the Dirac point. This discrepancy can only partly be attributed
to the neglected electron-electron interaction: While we do not expect agree-
ment in the Coulomb-blockade regime, we do expect qualitative agreement
away from the Dirac point. The obvious culprit lies in the assumption of a
perfect graphene lattice in the bulk of the structure. Before combining both
edge and bulk disorder in the same device, we will now investigate different
types of lattice defects. To disentangle the effect of edge and bulk disorder
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Figure 4.17: Lattice vacancy defects in graphene: (a) A single-atom vacancy
breaks AB-symmetry in graphene. (b) In the case of a two-atom vacancy AB-
symmetry is restored by removing both atoms of a unit cell. (c) Conductance
of a 20nm wide graphene nanoribbon with ten single-atom vacancies [solid

red line, see (a)] or ten two-atom vacancies [dashed blue line, see (b)] in an
area of 200 nm?,
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we will assume perfect zigzag edges for the time being.

As a simple model for lattice defects, we consider a single lattice vacancy,
i.e. one carbon atom is removed from the graphene lattice [see Fig. 4.17(a)].
We consider an ensemble average over many configurations of randomly re-
moved carbon atoms parameterized by an defect density of n; = 1073 de-
fects per carbon (see discussion in section 4.2.1). We find that conductance
is strongly suppressed even by a low concentration of impurity scatterers
[see solid red line in Fig. 4.17(c)]. In particular, transmission around the
Dirac point is strongly reduced by bulk disorder, in contrast to edge disorder
[compare Fig. 4.13]. Furthermore, we note that size quantization steps are
completely washed out by impurity scattering, i.e. the transmission becomes
almost linear as function of back gate Vgg [see solid red line in Fig. 4.17(c)].
To elucidate the role of AB scattering for bulk disorder, we consider a dou-
ble vacancy, i.e. we remove both atoms of a unit cell [see Fig. 4.17(b)]. In
contrast to a single vacancy, this defect does not break AB symmetry. We
now compare the impact of a set of configurations of single vacancies to the
exact same configurations of double vacancies. We find the surprising result
that double vacancies reduce the transmission far less than the single va-
cancy defects, even though the number of missing carbon atoms is actually
doubled for the double-vacancy defect [see dashed blue line in Fig. 4.17(c)].
Furthermore, size quantization steps appear prominently for the double va-
cancy defect. We thus attribute the strong suppression of size quantization
plateaus in graphene to the breaking of AB-symmetry. This becomes clear if
one connects the pseudo-spin s, with the transverse quantum number n: In
the solution for the free Dirac equation (4.5), s, is connected to the angle of
wave propagation. Accordingly, the ratio between k, and k, is determined by
the pseudo-spin. Through the introduction of defects that break pseudo-spin
conservation, the transverse quantum number n becomes ill defined, result-
ing in the strong suppression of transverse quantization steps. Conversely,
the absence of size-quantization plateaus in experiment hints at broken AB-
symmetry for experimental structures. As rough edges break pseudo-spin
conservation as well, the experimental demonstration of size quantization
steps in graphene seems challenging as long as no novel techniques to reduce
edge scattering are found.

Further evidence for the connection of transverse quantum number and
pseudo-spin can be gathered by comparing the scattering states of graphene
nanoribbons with either single or double vacancies. For single vacancies,
the transmitted wave function does not feature a discernible xz-dependence
[see Fig. 4.18(a)], meaning that the transmitted wave function features a
superposition of many transverse modes. In contrast, the transmitted scat-
tering state in a nanoribbon with double-vacancies features clear oscillating
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Figure 4.18: Projected total wave function density |1 (x)|* [see Eq. (4.25)]
and density |1 ,(x)|? of sub-lattice A for the scattering through a 10nm wide
graphene nanoribbon featuring ten (a) single vacancy [(b) double vacancy/
impurities. The scattering wave function in the disordered region is given in
(c,d). Defect positions are marked by white circles (not to scale). A white
rectangle marks the area shown enlarged in (e) for a single and (f) for a
double vacancy.
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Figure 4.19: The Fourier transform of the Incoming (labeled 1), reflected
(labeled R) and transmitted (labeled T) part of the scattering wave function
shown in Fig. 4.18 for (a) single vacancies and (b) double vacancies.

patterns with a wavelength A ~ 12nm [see Fig. 4.18(b)], and the familiar
beating pattern on the much smaller length scale A = 0.7nm (see Sec. 4.2.3).
The wave-function pattern looks, at first glance, much “smoother” in the case
of double vacancies [compare Fig. 4.18(c,d)]. This is even more apparent in
a close-up of the wave function around a single defect: For single vacancies,
defects “disrupt” the wave function patterns, leading to qualitatively differ-
ent interference patterns on different sides of a defect [see Fig. 4.18(e)], while
for double vacancies, the wave functions seem to “float” around the defect,
without being much disturbed [see Fig. 4.18(f)].

To investigate the amount of scattering introduced by the different type of
lattice vacancies on a quantitative level, we again calculate the Fourier trans-
form for incoming, reflected and transmitted asymptotic scattering states
[see Eq. 4.28]. As expected, we find pronounced AB scattering (i.e. broad
peaks in the transmitted and reflected Fourier transform) in the case of sin-
gle vacancies [see Fig. 4.19(a)]. In contrast, the Fourier transform for the
double-vacancy nanoribbon features narrow peaks (conserved pseudo-spin),
but pronounced amplitudes at K and K’ lines (strong K-K' scattering) [see
Fig. 4.19(b)].
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Figure 4.20: (a) Stone-Wales defect: four Hexagons are replaced by two pen-
tagons and two heptagons, thus breaking the AB symmetry of the graphene
lattice. (b) Inclusion of a Stone-Wales defect into a graphene nanoribbon by
adding one deformed block into an otherwise perfect nanoribbon.

4.3.5 Stone-Wales defects

To ensure that our results do not depend on a particular choice of defect type,
we treat the Stone-Wales deformation (SWD): Four hexagons are replaced
by two heptagon-pentagon pairs [see Fig.4.20(a)]. As a consequence, the
symmetry of the lattice is broken, and AB-scattering occurs. To model a
SWD in our tight-binding approach, we introduce a single stripe of rearranged
carbon atoms, that can be sandwiched between two ideal rectangular modules
[see Fig.4.20(b)]. In first order approximation, we adapt the tight-binding
parameters of the graphene ribbon to model the coupling parameters at the
SWD. We neglect the (local) curvature of the graphene sheet induced by the
presence of heptagon and pentagon rings [75].

Qualitatively we find the same effect as for the single-vacancy defect: The
size quantization plateaus are washed out by as few as 5 SWD in 10° atoms
[see Fig. 4.21(a)]. We furthermore find strong enhancement of the wave
function at the point of the defect [see Fig. 4.21(b)], resulting in pronounced
backscattering. Note that rough edges, lattice vacancies and the Stone-Wales
defect all lead to the same qualitative results: strong AB scattering at short-
range impurities that break the sublattice symmetry, leading to pronounced
backscattering and a suppression of size quantization steps. We therefore
conclude that these results do not depend on our particular choice of defects,
but represent a more general result for short-range scattering in graphene
nanostructures.
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Figure 4.21: (a) Transmission through a nanoribbon featuring five Stone-
Wales defects in an area containing 10° carbon atoms. The conductance
of a perfect nanoribbon is shown as staircase (green). (b) Localization of a
scattering state of a graphene nanoribbon (width 22nm) in the presence of a

Stone-Wales defect.

71



4.3.6 Disordered Constrictions

Using the models for edge and bulk disorder developed above, we will now
attempt to describe quantum transport through a realistic disordered gra-
phene nanoconstriction. We include a roughness AW = 2.2nm, and vary the
impurity concentration n; in the range of 2 - 1073 to 107 [see Fig. 4.22(a)].
We compare our results with experimental data for a single 20 nm wide con-
striction of graphene at 4 Kelvin [see dashed black line in Fig. 4.22(a)] [27].
Close to the Dirac point, we find quantitative agreement for a disorder con-
centration of n; &~ 1-107%, in line with recent investigations [61]. In this
regime, disorder is strong enough to cause localization: close to the Dirac
point (i.e. for a low number of transverse modes) the potential landscape of
the constriction results in a series of disorder-induced wave-function maxima
with a typical diameter of 20nm [see horizontal lines in Fig. 4.22(b)]. Res-
onances inside these dots result in transmission minima [see solid triangles
in Fig. 4.22(c)]. In a multi-electron picture, such resonances should result in
Coulomb blockade peaks. While our scattering model is unable to reproduce
transmission data in the Coulomb blockade regime, we can qualitatively un-
derstand in which energy region Coulomb blockade occurs. The evolution of
Coulomb blockade peaks can then be discussed in the framework of quantum
dot eigenstates (see section 4.2).
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Figure 4.22: (a) Transmission of a 20 nm wide disordered graphene nanocon-
striction as a function of back gate voltage Vg for three different impurity
concentrations n; as given in the inset. Experimental data (dashed curve) was
taken from [27]. Solid triangles denote eigenenergies for which the scattering
states are plotted in (b,c). Horizontal lines in (b) mark the oscillation period
of the scattering state (see text). Solid triangles in (c) mark the x-position
of a resonance.
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4.4 Bilayer graphene

(b)

Figure 4.23: (a) Unit cell of bilayer graphene containing four carbon atoms.
Dashed line represent the tight-binding interactions we consider: 4 describes
AB' interaction, v5 A'B and v AA" as well as BB'. (b) Bilayer graphene
with AB-stacking: the atoms labeled A" in the upper plane are positioned
directly above those labeled B in the lower plane (see dashed lines).

As a final point in our treatment of graphene-based nanostructures, we
will briefly discuss the physics of two sheets of graphene stacked on top of
each other. The resulting material is commonly called bilayer graphene (see
Fig. 4.23). The introduction of a second layer changes the dispersion relation
dramatically. As there are now four C-atoms in a unit cell [see Fig. 4.23(a)]
the bandstructure of bilayer graphene features four bands that contribute
to transport. To calculate the resulting band structure, we include three
additional intra-layer coupling parameters 74, 75 and 7 [see Fig. 4.23], while
keeping the inter-layer parameters (4.3) fixed. By comparison to recent ab-
inito bandstructures [76] we find the parameter set [77]

= —031, 45=-023, ~5=—0.13. (4.31)

Instead of a linear crossing at a double-cone, one finds a parabolic disper-
sion relation (see Fig. 4.24). While the special properties of a linear band-
structure are lost, bilayer graphene is most interesting from the experimental
point of view due to the possibility to create a band gap: If top and bottom
layer are perfectly identical, the parity of the wave function with respect to
the z direction is a “good” quantum number, and the bands touch at the
Fermi level. If this degeneracy is lifted by an applied voltage, the Wigner-
von Neumann non-crossing rule [34] predicts avoided crossings at Ep, i.e. a
gap opens because the two parabolas no longer touch [see Fig. 4.24(c)|. This
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Figure 4.24: (a) Tight-binding calculation of the dispersion relation of mono-
layer (red solid line) and bilayer graphene (blue dashed line). The area around
the K-point marked by a black rectangle is shown in (b). (¢) Formation of
a gap in bilayer graphene due to an applied potential difference of 0.2 eV
between top and bottom layer. (d) Same as (c) for a potential difference of
0.6 eV between top and bottom layer.

has recently been observed experimentally [78], making the confinement of
particles by the application of electrostatic potentials possible in bilayer gra-
phene. The size of the excitation gap is limited, however, to approximately
200meV. At higher potential differences we observe that only the position of
the band minima in k-space changes while the gap size remains constant [see
Fig. 4.24(d)].

4.4.1 Bilayer-monolayer heterostructures

When graphene nanostructures are created by mechanical exfoliation and
then deposited on S;05 wavers, flakes of different size and thickness emerge.
Even single flakes often feature regions of different thickness, i.e. a different
number of layers. Monolayer graphene can reliably be tested using spatially
resolved Raman spectroscopy [79] to ensure that graphene devices feature
only a single atomic layer. However, in the complicated process of creating a
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graphene nanodevices, small patches of bilayer graphene could remain. We
are thus interested in the influence of a small portion of bilayer graphene de-
posited onto an otherwise perfect monolayer structure (see inset in Fig. 4.25).
We investigate a monolayer-bilayer-monolayer (MBM) sandwich struc-
ture, where the monolayer connects perfectly to the lower bilayer sheet [see
inset in Fig. 4.25(b)]. We find a non-monotonic behavior of the transmission
as a function of the length L of the bilayer region: for a single (1-D) chain
of carbon atoms (L = 0.24nm) atop a 30nm wide graphene nanoribbon, the
transmission features pronounced quantization steps, and lies very close to
the ideal values of (2n + 1)e?/h, n € N [see dashed blue line in Fig. 4.25(a)].
For a broader region (L = 0.96nm, corresponding to four unit cells) the trans-
mission, and in particular the quantization steps, are strongly suppressed
[see solid red line in Fig. 4.25(a)]. By adding one additional chain of carbon
atoms (L = 1.2nm), the transmission increases again to about 95% of the
value at L = 0.24nm, and quantization steps re-emerge [see dotted green line
in Fig. 4.25(a)]. To obtain a more systematic description, we calculated the
mean Transmission (7') in an energy window of 2¢ around the Dirac point

(T = / T(E)dE (4.32)

as a function of L [see Fig. 4.25]. We find a pronounced decrease in conduc-
tance to about one third of the value for a perfect monolayer nanoribbon [see
dashed line in Fig. 4.25(b)].

To understand the behavior of the average conductance discussed above,
we consider the interface between a bilayer and a monolayer [see Fig. 4.26(a)].
As a rough estimate on the transmission of such an interface, we use a simple
counting argument: As there are twice as many available orbitals in bilayer
than in monolayer, the transmission probability from bilayer to monolayer
Ty should be Tgy ~ 50% [see Fig. 4.26(a)]. Onsager’s relation [3] then
tells us that the transmission from monolayer to bilayer 1),z should also be
Tvr ~50%. From these estimates we can calculate the transmission of an
MBM hybrid structure [see Fig. 4.26(b)] by summing up individual contribu-
tions to the total transmission: The most simple direct transmission “path”
corresponds to transmission at both the MB interface and the BM interface,
with a total weight of Typ - Tpm = 1/4 [see Fig. 4.26(b)]. Further contribu-
tions involve multiple internal reflections at the BM interface. All contribu-
tions to Typm can be summed up in a geometric series [see Fig. 4.26(b)]

1
1—

(NN
NN

J

1
Ty = Tus (1 4+ Riy + Ry + -+ ) Toum = =3 (4.33)

=

1
L
1=Rgy
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Figure 4.25: (a) Transmission through three MBM heterostructures (for de-
vice geometry see inset (b)) with different length L of the bilayer region as
given in the inset. (b) Mean Transmission (T'/Ty) (1o is the mean transmis-
sion of a perfect monolayer) of a MBM heterostructure (see inset, the top
layer of the bilayer region is shaded) as a function of the length of the bi-
layer L. For large L, the curve oscillates around 1/3 (dashed red line). Solid

triangles mark local mazima of the mean transmission due to interference
effects.

77



(b) ‘ ‘

\

‘ T

bilayer | monolayer monolayer | bilayer | monolayer
b o 1
— %]0 ‘ %]0 — — EIO | EIO - |
C il o —
sho— | 3 |
\

Figure 4.26: (a) Transmission through the interface between monolayer and
bilayer. Approximatively one half of an incoming current Iy is transmitted
from mono- to bilayer graphene. (b) Transmission of an monolayer-bilayer-
monolayer (MBM) structure. Multiple reflections at the MB and BM bound-
ary result in a total transmission of Typy = 1/3 [see Eq. 4.33].

which is precisely the value found in our calculations [see dashed line in
Fig. 4.25]. The above argument is only valid if the distance between the BM
and MB interfaces (i.e. the width L of the bilayer region) is large enough so
that the reflections to the left and to the right can be considered indepen-
dently. This is the reason for values of T' larger than 1/3 we find at small
L.

Superimposed on the rapid decay to a transmission value 1/3, (T') fea-
tures an oscillating structure with a characteristic wavelength of A ~ 0.7nm
[marked in Fig. 4.25], that can be understood based on the beating pattern
discussed in section (4.2.3). Due to the parabolic dispersion relation of bi-
layer graphene the wavelength of the beating patterns is slightly larger in
bilayer (A &~ 0.75nm than in monolayer graphene (A =~ 0.72nm). Resonant
states form in the top layer if the length L of the bilayer region is an in-
teger multiple of the wavelength L = nA, n € N. Indeed, we find maxima
of the mean conductance for L/\ = 1.6, 2.6, 4.1, 5, and 6., and 7. [see
solid triangles in Fig. 4.25(b)], which fits well to the expected relation. The
non-integer values for small L are most probably due to the nontrivial phase
for the reflection at the BM interface, which gives a small correction. Be-
cause the lattice spacing and A\ are incommensurable, we can identify regions
where the oscillating pattern is stronger because L/ is close to an integer
[see region with solid triangles in Fig. 4.25(b)] and regions where L/ falls
“in-between” integer numbers, and no distinct oscillation pattern emerges.

If we consider the energy-dependent transmission for a length L where
the averaged transmission (7") has a minimum, we can obtain destructive
interference by suitably tuning the energy of the incoming particle, i.e. the
transmission vanishes [see Fig. 4.27(a)]. In such a way, even small frag-
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ments of bilayer graphene can lead to a dramatic reduction of transmission.
While the rectangular structures simulated in this section represent a strong
simplification, our main results (namely that a sizeable fraction of current
is retro-reflected at an MB boundary) remains valid for more complicated
geometries. We are currently investigating the quantitative influence of dif-
ferent MBM hybrid structures on transport properties.

(a)

«— Top layer

| Bottom layer

Figure 4.27: (a) Transmission through a short (L = bnm) region of bi-
layer graphene sandwiched between two monolayer regions (ribbon width
W = 30nm). (b) Scattering state at the energy marked with a dashed line
in (a) where transmission T =~ 0. The wave function inside the top layer is
shown separately [77].
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Chapter 5

SN hybrid structures

The second class of systems we investigate in this thesis are superconductor-
normal conductor (SN) hybrid structures [21]. These devices feature a num-
ber of physical phenomena due to the unusual and sometimes counterintuitive
properties of the interface between the normal- and superconducting regions.
Due to the superconducting proximity effect, signs of weak superconductivity
are introduced into the normal conductor [80, 81, 82]. An electron incident on
the SN interface from the N region will be reflected as a hole by the process of
Andreev reflection [83]. This process phase-coherently couples electron and
hole excitations, which are otherwise decoupled in a normal conducting bal-
listic metal. Mesoscopic, phase-coherent SN interfaces feature macroscopic
quantum interference effects [84] that play a crucial role in Josephson junc-
tions, i.e. two superconductors connected by a thin, normal conducting bar-
rier [85], single-electron transistors [86], as well as superconducting qubits in
quantum computation [87, 6]. Squids, superconducting rings with a normal
conducting point contact, can be used to measure magnetic fields with an
accuracy of a single flux quantum, which is sensitive enough to measure the
displacement of bar resonators at the quantum limit [8] or the weak magnetic
fields of a human brain [88].

In this chapter, we will demonstrate how the tools given in the first part
of this thesis can be used to simulate SN hybrid structures (see section 5.1).
We will give an introduction into the physics of a normal conducting quan-
tum dot brought into contact with a superconductor, a so-called Andreev
billiard. We demonstrate that these billiards feature a close correspondence
between the quantum mechanical density of states, the classical phase space
structure, and wave-function patterns in Andreev eigenstates. We introduce
the Bohr-Sommerfeld approximation, that allows us to intuitively explain the
structures of the state counting function, i.e. the integrated DOS, in Andreev
billiards (see section 5.2). We consider the reasons for observed discrepancies
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between semiclassical and quantum mechanics, how to improve the BS ap-
proximation (see section 5.3), and under which conditions it fails (see section
5.4). To be able to describe those systems, for which semiclassical results are
unavailable (e.g. disordered Andreev billiards), we present a theory beyond
classical orbits to describe and explain the evolution of the DOS (see section
5.5). Finally, we treat transport through open SN hybrid structures and dis-
cuss the effects of a finite phase difference between two superconductors (see
section 5.6).

‘ k

—kp

kp

S

Figure 5.1: Schematic plot of excitation energies E vs wavenumber k along
an axis passing through the center of the Fermi sphere for normal conducting
metal (N, a) and superconductor (S, b) [89][90]. In the normal conductor,
the hole excitation is shown as dashed line.

5.1 The physics of SN structures

We will now present a short overview of the physics of the SN hybrid struc-
tures studied in this thesis. For a more complete coverage, see e.g. the book
by deGennes [21].

5.1.1 Superconductivity

Superconductivity was discovered by Kamerlingh Onnes in 1911. Perform-
ing experiments on mercury, he found that its resistance abruptly dropped
to zero below 4.2K. A satisfactory explanation for this phenomenon was not
found before 1957, when Bardeen, Cooper and Schrieffer (BCS) developed
a theory [91], which states that for sufficiently low temperatures, electrons
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form bound pairs, so called Cooper pairs. These pairs are formed by in-
troducing electron-electron coupling via a constant weakly attractive force
—Vges for electrons near the Fermi edge. This attractive force between the
two equally charged electrons is due to electron-phonon coupling (Frohlich
coupling [92]). The exact treatment of the electron-phonon interaction is
quite complicated. However, the crude approximation used by BCS theory is
sufficient to successfully describe many aspects of superconductivity, such as
vanishing resistance and the Meissner-Ochsenfeld effect. The effect of Vpcg
is to create an energy gap around the Fermi energy in the dispersion relation,
as shown in Figure 5.1(b). The size of this gap is 2A. A = |A[e® is called
the pair potential or gap parameter of the superconductor. It is the binding
energy of two electrons forming a Cooper pair.

The dispersion relation of conduction electrons in a metal may be approx-
imated by the parabolic dispersion relation of a free electron gas [see Figure
5.1(a)] with a properly defined effective mass [23]. In contrast, there is no
available state in the gap [Er — A, Er + A] due to Cooper pair formation in
a superconductor [see Figure 5.1(b)]. Thus, inelastic scattering is not pos-
sible as long as the excitation energy lies below 2A. As a consequence, the
resistance drops to zero as long as thermal excitations lie below the gap, i.e.
kgT < A. The solid becomes superconducting. The spatial dependence of
A is determined by [93]:

A(r) == —Vpes(r) Z v (r)u(r)(l —2f(e)) (5.1)

e >0

where the sum includes all states with positive e. f(e) is the Fermi function, u
and v denote the electron and hole wave functions inside the superconductor.
Inside a superconductor, at some distance from the surface, Vgcg is con-
stant and A assumes its bulk value |Ag|e®. At the surface of the supercon-
ductor Vpes(x) drops abruptly to zero. Equation (5.1) is a self-consistency
relation: the exact value of A depends on the wave functions u and v in-
side the superconductor. These wave functions, in turn, depend on A. To
avoid the complications of solving (5.1), we assume that the length scale at
which A drops from its bulk value to zero is much smaller than the Fermi
wavelength. Under these assumption, a step function model for A,

A = |Ag|e®0(z — zsy), (5.2)

is plausible [93]. Here, zgy is the position of the superconductor-normal con-
ductor (SN) interface. The SN hybrid structures we consider in the following
sections contain one single superconductor. As a consequence, the phase of
A only produces a phase factor between electron and hole sheet, that has no
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physical relevance. Therefore, we will set ¢ — 0 for the time being. In the
last section of this chapter, we will discuss the physics of a scattering device,
where the phase difference between two superconductors A¢ = ¢ — ¢o will
play an important role.

5.1.2 The Bogoliubov-de Gennes equation

An elegant way to describe a superconductor system is the Bogoliubov-de
Gennes (BdG) equation. It consists of a linear expansion of the exact equa-
tions of motions of electron and hole excitations (i.e. a linearization of the
Ginzburg-Landau equation [21]). The single-particle dynamics of electron
and holes are modeled by the effective mass approximation [94] in the frame-
work of the free Schrodinger equation, without taking into account the crystal
lattice. The single particle Hamiltonian for the electron, H°, is then given
by 2 2 2
I3 0 0
HE = o (@ + a_y?) +V(r) — Ep (5.3)

The potential landscape of the SN structure is given by V(r). We subtract
the Fermi energy Er from the Hamiltonian to obtain a symmetric excitation
energy € with respect to Fr. In such a way, an electron excitation above and a
hole excitation below Er both share the same energy €. As a consequence, the
single-particle Hamiltonian of a hole is given by —(H)* (the asterisk denotes
complex conjugation), which reproduces the inverted dispersion relation of
the hole [see dashed line in Fig. 5.1(a)].

To implement the coupling between electron and hole introduced by BCS
theory, we write the Schrodinger equations for electron and hole excitation
as one matrix equation, obtaining the BAG equation [21]

()= (5 o ) (1) == ()- o

The resulting dispersion relation is shown in Figure 5.1(b). The off-diagonal
term in the matrix Hamiltonian in Eq. (5.4) represents the coupling between
electron and hole. The electron and hole wave functions v and v are coupled
to each other by the pair potential A in the superconductor and decoupled in
the normal conductor because of the step function model (5.2). The super-
conductor thus connects electron and hole dynamics of the normal conducting
quantum dot.

To apply the numerical techniques developed in the first part of this the-
sis, we need to define each of the block matrices Hy and H; for both the
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normal and superconducting regions. As the BdG equation (5.4) is a contin-
uum equation, we introduce a tight-binding grid in the continuum limit, as
outlined in section 2.1.3. The resulting matrix representation of the contin-
uum operator H? is thus of the form

|
2 ~1 4 -1
g | [ e

-1

for the interaction of a single block, while the interaction of adjacent blocks
is given by
h2
— 1.
2Mega?

H} = (5.6)

In the superconducting region, the discretized formulation of the BdG equa-
tion to electron and hole sheets is straightforward. We use the block matrices

_( H} Al ([ H? 0

m= (N gy ) om0 )67
Due to the step function model (5.2) electron and hole sheet do not interact in
the normal-conducting region. Thus, we may calculate each sheet separately,
using Hy and H? for the electron, as well as —(Hy')* and —(H7)* for the hole
sheet. For technical reasons, it is convenient to combine the Green’s function
of electron (G,) and hole (Gj) modules (after evaluating them separately) to
a combined Green’s function of a rectangular N-region of the form

G:(% C?h) (5.8)

We minimize the numerical effort in calculating the Green’s function of the N-
region while still retaining the advantage of the rectangular block structures:
G can easily be combined with the Green’s function of a superconducting
module by the H; defined in (5.7) to form a SN hybrid structure. We thus
have obtained a complete set of matrices to describe eigenstates of and trans-
port through SN hybrid structures. We will now proceed with an overview
of the effects introduced by the SN interface.

5.1.3 Andreev reflection

So-called Andreev reflections were explained by Andreev in 1964 [83]. They
occur when an electron moving inside the normal conducting quantum dot
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with a small excitation energy ¢ above the Fermi energy Ep hits a super-
conductor - normal conductor (SN) boundary. Small in this context means
e < A [see Fig. 5.1(b)]. We assume an ideal SN-interface, meaning that there
is no tunnel barrier and no mismatch between Fermi energies and effective
masses in the N- and S-region. By exciting another electron, the electron
forms a Cooper pair which continues into the superconductor [83, 95]. This
second electron leaves a hole excitation with energy € below the Fermi energy.
The probability of this process is close to unity in the considered energy re-
gion, as shown below. In contrast to specular reflection at a metal-insulator
interface [see Fig. 5.2(a)], the Andreev-reflected hole is retro-reflected into
the normal conductor, due to momentum conservation [see Fig. 5.2(b)]. If
both the pair potential A of the superconductor and the excitation energy
e < A are small compared to the Fermi energy, A < Ef, the dispersion re-
lation can be linearized close to the Fermi level. Then, the reflected hole has
the opposite velocity of the electron, and the Andreev reflection is perfect.

N N
(a) (b)
I S %p

Figure 5.2: (a) Normal reflection by an insulator (I) versus (b) Andreev re-
flection by a superconductor (S) of an electron with a small excitation energy
e above the Fermi energy Er. Andreev reflection conserves momentum, as
the hole has negative effective mass. The missing charge of 2e continues into
the superconductor as a Cooper pair [93].

We will now derive the properties of Andreev reflection in the limit of
£ € A < Ef from the Bogoliubov-deGennes equation (5.4) [89, 96]. Con-
sider a SN system, where the SN interface is situated at xgy = 0. The
superconductor (normal conductor) extends to —oo (o0) in negative (posi-
tive) x direction. Using the same approach as in [89], we make an ansatz of
a plane electron wave incident on the SN interface

wN — (e—ikex _'_aeikex) ( g—) ) + be—ikhx ( (1) )
(5.9)

_ —i1q" T 8 iqtx 7*
Vg = ce (1)+de (1)
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where v = A/(e +ivA% —€2), |y|? = 1. The approximation ¢ < A < Ep
results in k., ~ ¢ &~ kr. We will discuss this approximation, and possible
improvements, in section 5.3. The coefficient |a|®> gives the probability for
normal reflection, |b|? the one for Andreev reflection. At the SN interface,
the wave function and its derivative have to be continuous,

Un(0) =vs(0),  Outnl,_g = Outhsl,—g (5.10)

Following Cserti et al., [97], we insert the ansatz (5.9) into the wave function
matching conditions (5.10). The solution of the system of equations is a =
d=0,b=c=1/v. An incident electron is thus, in the simplified picture
we now discuss, retro-reflected as a hole with probability |b] = 1. The phase
difference between incoming electron and Andreev reflected hole is equal to
the phase of b,

arg(b) = —arg(y) = —arccos (Re(fy)) = —arccos(e/A). (5.11)

]2
A similar calculation based on a hole wave incident on the SN interface shows

an equal phase factor for an Andreev reflected electron. We will need these
phase contributions for a semiclassical description of SN-hybrid structures.
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5.2 Andreev billiards

Andreev billiards have recently raised much experimental [98, 99, 100] and
theoretical [101, 102, 103, 93, 104, 105, 106, 96, 107| interest (for a review
see [108]). They are formed by bringing a ballistic, normal-conducting quan-
tum dot in contact with a superconductor [see Fig. 5.3]. A characteristic
quantity in an Andreev billiard is the state counting function (i.e. the inte-
grated density of states), which has been studied by many authors [109, 110,
111, 112, 113, 114]. It features many special properties, such as a minigap
close to the Fermi energy in the case of chaotic N regions [109, 115, 93],
large gaps in the case of certain regular N-regions [116], or a distinct cusp
structure [97].

(@ . w b L ()

Figure 5.3:  (a) Quadratic, separable Andreev billiard with left side replaced
by a superconductor. (b) Non-separable rectangular Andreev billiard, only
a fraction W/ D of the left side is superconducting. (c) Half-circle Andreev
billiard. (d) Mushroom Andreev billiard with the SN interface in the stem of
the mushroom. The superconducting areas (S) are shaded. The dashed lines
show periodic orbits created by two Andreev reflections at the contact between
normal and superconductor.

One interesting feature of Andreev billiards is that already an elementary
semiclassical description based on the Bohr-Sommerfeld (BS) quantization
rule for periodic orbits leads to very accurate predictions for the state count-
ing function [117]. Quite in contrast, great effort must be taken to find a
reasonably accurate semiclassical description of normal conducting systems
when no superconducting walls are present (e.g. by including the introduction
of diffractive effects [118][119]). The standard approximation made to de-
scribe Andreev billiards semiclassically is the exact retracing of electron and
hole trajectories [see orbits in Fig. 5.3] [120, 93]. The consequences of this as-
sumption are profound: all trajectories emanating from the SN-interface are
strictly periodic. The classical dynamics of the combined SN-system become
entirely regular, even and in particular when the normal conducting cavity
would feature chaotic dynamics [see Fig. 5.3(d)] [121]. Unlike in chaotic or
integrable systems, periodic orbits are no longer isolated in Andreev billiards
but form continuous manifolds that dominate the classical phase space and,
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in turn, the density of states [21, 122, 123]. This continuum of periodic orbits
is a unique property of Andreev billiards.

We will investigate Andreev billiards of different shape (see Fig. 5.3) in
order to compare the semiclassical predictions for the state-counting function
to quantum mechanical calculations. All of these structures feature a flat
potential landscape inside the normal-conducting region, i.e. V(r) — oo
(V(r) = 0) for r outside (inside) the dot area. Thus, scattering only occurs
at the boundary of the quantum dot. As a consequence, the dynamics is
determined by the dot shape. We begin our discussion with the most simple
case of a rectangular dot with separable boundary conditions [Fig. 5.3(a)]. By
reducing the width of the superconducting interface, the boundary conditions
become non-separable [see Fig. 5.3(b)]. In rectangular cavities, the absolute
value of the cartesian components of the electron momentum hk, (hk,) are
conserved. We therefore consider Andreev billiards with curved boundaries,
to test whether the quality of the BS approximation depends on a conserved
|hk;| [see Fig. 5.3(c)]. We finally treat a mushroom billiard to test the BS
approximation for the case of non-integrable dynamics [see Fig. 5.3(d)]. The
semiclassical properties of all of these structures we will now investigate are
determined by the distribution of periodic orbits.

5.2.1 The periodic-orbit distribution

Figure 5.4: (a) Quadratic (D = L) quantum dot with one side replaced by
a superconductor (W = D). The trajectory shown forms a closed Andreev
loop containing two Andreev reflections. (b) shows the same trajectory in the
extended zone scheme (scaled down by a factor of two). By arranging multiple
billiards next to each other, any trajectory can be drawn as straight line. The
angle 9 can be used to express the length s of the trajectory: s = 2L/ cos(1)).

As mentioned above, periodic orbits form continuous manifolds in An-
dreev billiards: Due to the creation of periodic orbits by Andreev reflection,
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any path connecting the SN interface with itself becomes a periodic (see or-
bits in Fig. 5.3). The length distribution P(s) of these periodic orbits is thus
equal to the classical pathlength distribution of the normal conducting cav-
ity, i.e. the probability that a classical particle entering the cavity with an
angular distribution of cos(f) exits after a pathlength of s. It is normalized
to one: [ P(s)ds = 1.

The distribution of periodic orbits plays a central role in the semiclassical
description of Andreev billiards. We will therefore derive an analytical ex-
pression for P(s) for the simplest geometry we consider, a rectangular cavity
with one entire side replaced by a superconductor, the separable box geom-
etry (see Fig. 5.4). As the superconducting boundary covers one side com-
pletely, the separability of the system is conserved. Consider the extended
zone scheme as shown in Figure (5.4,b). Every path leaving the entrance
with an angle ¥ has a length s = 2L/cos?d. As a simple approximation,
we assume that the angular distribution of the different paths is described
classically by a cosine. This is a good approximation for more than 10 open
modes in the lead®.

2 2
cos‘(ﬁ) ds — 4d ds
2dSlIl(19) 3. /1 — (@)2

S

P(9)dY = cos(¥)dd = cos(9)

For a more general shape of the cavity, numerical Monte Carlo calcu-
lations using Eq. (5.20) were used to determine P(s). Typically 1.500.000
trajectories with an angular distribution of cos() were employed. As a pro-
totype system, consider a quadratic cavity of dimensions L x L where only
a fraction W/L of the left side is superconducting [see insets in 5.5(b-d)].
If W is only slightly smaller than L, a few additional peaks corresponding
to reflections at the non-superconducting part of the left wall of the cavity
appear [see Fig. 5.5(b)]. For W < L, the resulting path length distribution
features a quite complicated fine structure [see Fig. 5.5(c,d)].

5.2.2 Bohr-Sommerfeld approximation

The BS quantization rule is an elementary quantization scheme used to de-
scribe periodic motion in the early days of quantum mechanics [34]. Periodic
orbits formed by the hole retracing the path of the electron play the essential
role in the dynamics of Andreev billiards. As a consequence, we can apply
the Bohr-Sommerfeld approximation.

'More complicated calculations using Fraunhofer diffraction lead to different angular
distributions for the different transverse modes [124]. A sum over all open modes approx-
imately reproduces the cosine distribution.
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Figure 5.5: Numerically calculated P(s) for different lead widths as shown in
the insets in a 1 X 1 rectangle. The peak at s = 2 represents paths exiting the
cavity after being reflected at the right wall once. The smaller the lead, the
more complicated the structure of P(s).

We want to derive a semiclassical prediction for the state counting func-
tion. To this end, we start out from the semiclassical density of states [117]

pps(e) = N/Ooo ds P(s) ) 0 (e —ea(s)). (5.12)

£n(s) is chosen such that the energy level fulfills the Bohr-Sommerfeld quan-
tization condition for the action S:

S=S.-5,= /pealqe - /phdqh = 2hm(n + %) (5.13)

where p is the Maslov index [125], which describes phase contributions due
to classical turning points, e.g. reflections at the SN interface or the hard
wall boundary:.

For hard walls and zero potential inside, the line integral (5.13) gives the
action, i.e. the length of the trajectory s times the wavenumber k. The
action of the hole excitation contributes with a negative sign. We consider a
periodic orbit, a trajectory of length s connecting the superconducting lead
with itself.

€ € 2e
= hs(k., — k) = shk 1+—=—— /1 — = | ~s—. .14
S = hs( n) = shkp <\/ + B \/ EF) SUF (5.14)




In the last step, we used a Taylor expansion of first order. The difference
in energies between electron and hole is 2¢. The main part of the phase the
electron accumulates while transversing the billiard is compensated by the
hole retracing it. Thus, the action of a periodic orbit varies much slower with
the length of s than for a normal conducting system.

Additionally, we have to take into account the phase shift of —2-arccos(%)
due to the two Andreev reflections (see Eq. 5.11). We do not need to con-
sider other reflections at the normal conducting hard wall boundary each
contributing a phase jump of 7, because the sum of both the electron and
the hole reflection add up to a total contribution of 2nm, where the integer
n denotes the number of reflections. A phase shift of integer multiplies of
2 is irrelevant as the phase is only defined modulo 27. The complete phase
accumulated in one closed trajectory is thus

¢ = — — 2 -arccos (—) . (5.15)

According to Bohr-Sommerfeld, the semiclassical quantization condition for
the energies € of a periodic Andreev orbit of length s, requires the above
phase to be equal to 2nm,

sn(e) — [mr + arccos (%)} % =0. (5.16)

Inserting this expression into Equation (5.12) we obtain

pBs(e) = N/OC>O ds P(s) Z d[s — sn(e)] |0-5n(e)]. (5.17)

The derivative of s,(¢) appears because of the familiar formula 6(f(z)) =
> i 0(x =)/ f'(x;)|. The sum over i can be left out because s, (¢) is strictly
monotonic in € and thus only has one root. To compare the results of the
semiclassical approximation with quantum mechanical calculations, it is use-
ful to consider the semiclassical state counting function

Nps(e) = /0 4 ps () (5.18)

-

v~

o(e'—en

_ N/Ooods P(S)Z/Eda’ 35 = 5u(e)) [0r3a(=)] . (5.19)
n=0 0 )

Using Equation (5.16) one can perform the integral over £’ using the delta

function to obtain .
Nos =y |
n=0""*

n(a

[e.e]

P(s)ds. (5.20)
)
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Figure 5.6: The quantum mechanical state counting function Nom(e) (solid
red staircase) and its semiclassical BS estimate Ngs(e) (dashed blue line)
for two quadratic cavities with different lead widths as shown in the insets
[kp = 20.5m /W, W = L(a), 0.8L(b)]. The top left insets show the classical
path length distribution in units of the cavity length L. Solid triangles mark
pronounced cusps in N(g) and their classical origin. The quantum number
n (Eq. 5.16) increases from 0 to 1 at I. Open triangles mark the energy
positions of states whose wave functions are displayed in Fig. 5.7. Shading
marks the regions where the BS approzimation deviates from quantum results.

The above equation gives the semiclassical estimate for the state counting
function of Andreev billiards. In comparison to similar equations for normal-
conducting structures (e.g. the Gutzwiller trace formula, see [125]), it is
exceedingly simple, due to the presence of a continuum of periodic orbits
present in Andreev billiards. The exact shape of the paths connecting the
superconductor with itself does not enter anywhere in (5.20). The num-
ber of reflections at the normal conducting walls are irrelevant. The entire
information of the specific geometry enters via P(s).

5.2.3 Quadratic N cavity

We are now ready to investigate the correspondence between the BS predic-
tion for the state counting function Ngg derived above and exact quantum
mechanical results for the state counting function,

Nou(e) = Z 0(c — &), (5.21)

where the €; are eigenenergies of the BdG equation. The classical path length
distribution shows apart from one peak no additional fine structure [see inset

93



electron

NI,

.

‘.»nlllil||‘lmmm“| i U

Figure 5.7: (a)-(d) shows the electron and hole wave functions |u(x)|? and
|v(x)|? at values of € indicated by open triangles in Fig. 5.6(b): /A is (a)
0.565, (b) 0.566, (c) 0.33, (d) 0.355. The corresponding classical orbits are
indicated on the left. (f) shows an enlarged view of the S-N interface for the

eigenstate in (a).

in Fig. 5.6(a)]. Accordingly, the semiclassical prediction for the state counting
function, Npg, features a single cusp [marked by a solid triangle in Fig. 5.6(a)]
due to the n = 0 series of states, i.e. the first term in the sum of (5.20).
There are fine-scale fluctuations in the distribution of quantum-mechanical
eigenenergies on a scale below the mean level spacing, which are not resolved
by the BS approximation. We will improve the semiclassical description of
this system by an EBK quantization that remedies these shortcomings in the
next section.

By reducing the width of the SN interface [see inset in Fig. 5.6(b)], addi-
tional features in the classical path length distribution, and hence the state
counting function, appear. A second cusp starts to form, corresponding to
the second peak in P(s) [see Fig. 5.6(b)]. Overall, the BS approximation
performs quite well. In particular, it reproduces and intuitively explains the
position of both cusps. The position of the cusps is predicted very accurately
by the BS approximation with an error well below the mean level spacing of
0.09A.

Assuming the validity of the retracing approximation, the semiclassical
quantization condition [Eq. (5.16)] allows to map every excitation energy &
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onto a path length s, of a periodic Andreev orbit. Consider, e.g., the en-
ergy at the cusp marked [ in Fig. 5.6(b) that corresponds to a path length
sg = 2L, which is the length of the shortest classical Andreev-reflected orbit
of the system [see P(s) in the inset of Fig. 5.6(b)]: the electron leaves per-
pendicular to the SN-interface, is reflected at the opposing wall and returns
to the SN-interface. Quantum mechanical wave functions evaluated at the
cusp energy indeed feature pronounced, scar-like enhancement along the or-
bit “bundle” [126] with length s = 2L [see in Fig. 5.7(b)]. Wave functions
with neighboring energy values below the cusp feature additional nodes in
transverse direction [see Fig. 5.7(a)]. Note that also eigenstates near the cusp
marked 7 in Fig. 5.7(c, d) correspond very nicely to the path-bundles of the
expected length. Consistent with the good agreement of the BS quantization
with the quantum calculations, the electron and hole wave function densities
agree very well with each other. To the extent that bundles of classical tra-
jectories cause the density enhancement in the wave function, and bundles
of hole- and particle-orbits agree with each other, this is to be expected.
Conversely, a hallmark of the breakdown of retracing are dissimilar density
distributions in the particle (u) and hole (v) wave functions, as we recently
observed [127, 114]. Looking more closely, we find discrepancies between
the exact quantum mechanical calculations for Nqu(e) and its semiclassical
counterpart Npg(e), which are indicated by the shaded areas in Fig. 5.6(a)
and (b). For the two systems considered in Fig. 5.6 we note that the mis-
match between the quantum and the semiclassical results is located at rather
well-defined values of the excitation energy €. Note that the mismatch tends
to occur at values of € which lie just above the energy values of a cusp. Since
pathlength and energy at fixed quantum number n are inversely proportional
to each other [see Eq. (5.16)] the energies above the cusp which is associated
with quantum number n [e.g. the one marked I in Fig. 5.6(b)] correspond to
the longest orbits associated with quantum number n + 1. The deficiencies
of the BS approximation are evidently caused by contributions from long
orbits.

To further elucidate the correspondence between the classical phasespace
structure and the eigenstates of Andreev billiards, we consider a Poincaré
surface of section at the SN-interface. The conjugate variables y and p,
denote the position along the SN-interface, and the momentum parallel to it.
Each point (y, p,) corresponds to a starting point of a trajectory with length
s(y,py) le.g. the point (W/2,0) would correspond to the orbit in Fig. 5.7(e),
which the length s(1W/2,0) = 2L]. The BS approximation yields, in turn,
a connection between orbit length and eigenenergy. If there is, indeed, a
strong correlation between the classical phase space structure and Andreev
eigenstates, a quantum mechanical phase space distribution should feature
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Figure 5.8: (a)-(e) show the Husimi distribution, classical phasespace, and
classical orbits for electron and hole wave functions |u(x)|* and |v(x)|* for
the states shown in Fig. 5.7. The Husimi projection is evaluated at the SN
interface, p, corresponds to the transverse impulse, y to the transverse po-
sition on the SN interface. An orbit of appropriate length so (according to
the BS-quantization 5.16) is shown to the right. Dark red (light grey) ar-
eas in classical phase space mark those points, for which the orbit length
s(y,py) € [so — 2L, 80 + 2F] (s > AL).
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strong enhancements around those points (y, p,) for which s(y, p,) is close to
the value predicted by the BS approximation. To check this statement, we
calculate a Husimi projection [128] at the SN interface,

1 i _(y=v0)2
Frae ) = o p®, Wiy py) 1= ———etPe=("5")" (5.22)

20/

The state |yo p,) is a coherent state localized on the SN interface at yy (py)
in position (momentum) space, with an uncertainty Ay = o (Ap, = ga_l).
|n) corresponds to electron (u) and hole (v) sheet, respectively. We choose
0 &~ Ap, where Ap is the Fermi wavelength.

We find that the structures of classical phase space are accurately repro-
duced by the Husimi distribution (see Fig. 5.8). As expected, the electron
and hole Husimi distributions closely mimic each other, even more so than
the eigenstates themselves (compare electron and hole sheet of the state la-
beled (a) in 5.7 and 5.8. We observe, however, that only those eigenstate
very close to a cusp (the ones labeled (b), (d) and (e) in Fig. 5.7 and 5.8)
feature a strongly localized Husimi distribution that vanishes in areas where
sn(€) # s(y,py). The reason for this is that the phase-space structure of the
smaller bundles, i.e. their area in phasespace is too small (< &) to be entirely
resolved by the quantum eigenstate, resulting in contributions to the Husimi
distribution that do not fit to a simple BS quantization.

5.2.4 Circular boundaries

The quadratic cavities discussed in the previous subsection separate in carte-
sian coordinates, i.e. they preserve the absolute values of the £, and k, com-
ponents of the electron (and hole) wavenumber. The close correspondence
between quantum mechanical eigenstates and the classical phase space struc-
ture we have shown above might be connected to this non-generic feature of
the system we consider. To ensure that this is not the case and the above
results apply, indeed, to Andreev billiards with more general boundaries, we
consider a circular billiard shape: A half-circle of radius R connected to a
superconducting lead [see inset in Fig. 5.10(a)]. In this geometry, the invari-
ance of the momentum components is broken due to reflections at the circular
boundary. Likewise, angular momentum is not conserved due to reflections
at the straight section. We implement the curved boundary by discretizing
the specific module in a polar (instead of a cartesian) grid [36].

Another contrast to the rectangular structures discussed above is ap-
parent in the semiclassical pathlength distribution P(s) [see Fig. 5.10(a)]:
Instead of an exponential tail, the path length distribution strictly van-
ishes for trajectories longer than Rm, the circumference of the half-circle.
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Figure 5.9: (a) Path length distribution P(s) and (b) quantum mechanical
(red staircase) and semiclassical (green dashed line) state counting function
of the half-circle Andreev billiard. The Fermi energy Ex = (21.57)%/2, A =
0.02E%. Figenstates are shown in Fig. 5.10 for energies marked by open
triangles.

The eigenenergies thus fall within a very narrow energy window, the lower
bound of which is determined by the longest, and the upper bound by the
shortest classical path possible [see Fig. 5.9(b)]. Npg agrees with the quan-
tum mechanical calculations of the state counting function for the regular
half-circle billiard remarkably well. As expected, the eigenstate correspond-
ing to the lowest energy (i.e. the longest orbit) shows strong enhancements
along the corresponding classical skipping orbit along the circular bound-
ary [see Fig. 5.10(a)]. Even eigenstates in the intermediate energy regions
feature wave function patterns strongly reminiscent of classical orbits [see
Fig. 5.10(b)]. Similar patterns found in the wave functions of pseudointe-
grable normal billiards have been referred to as “superscars” [129]. From
this we learn that the conservation of longitudinal momentum is not a re-
quirement for the strong correlation between classical phase space structures
and eigenstates in Andreev billiards.

There is one unexpected peculiarity, though. The eigenstate correspond-
ing to the shortest classical orbit [see Fig. 5.10(c)] is not situated at the top
of the cusp [see open triangles in Fig. 5.9(b)]. Obviously, the structure of
the eigenstate is in line with the predictions of the BS approximation. A cut
through the wave function density along the orbit even reveals how the phase
difference between electron and hole is build up in the normal-conducting re-
gion [see Fig. 5.10(d)]. The culprit thus must be the Andreev phase term
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(5.11), which is not sufficiently accurate to explain the observed small en-
ergy shift. We will give an improved expression for the Andreev phase that
explains the above effect in detail, in the next section.

(b) electron @ hole

Figure 5.10: (a)-(c) Density of electron and hole eigenfunctions |1|> of
the half-circular Andreev billiard for three different excitation energies € =
0.736A(a), 0.747TA(b), and 0.836A(c). The Fermi energy Fr = (21.5m)%/2,
A = 0.02Fr. Both the similarity between electron and hole wave function
and the enhancement along bundles of semiclassical orbits can be seen. (d)
shows a cut through the electron (green, solid line) and hole (blue, dashed

line) probability density depicted in (c) along the classical orbit shown in the
inset.
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5.3 Beyond the BS approximation

In this section, we will closely investigate the phase correction term needed
to semiclassically describe the Andreev retroreflection process. We want
to explain the small but significant discrepancies between semiclassical BS
approximation and quantum mechanical results observed in the previous sec-
tion. We derive a series expansion for the phase shift between electron and
Andreev reflected hole in powers of the excitation energy. To lowest order, we
find a contribution to the phase shift caused by the mismatch in wavenum-
bers between normal— and superconducting region, which is present even in
the case of identical Fermi energies. To our knowledge, this contribution was
previously neglected in other theoretical works. This term is not negligible
for geometries featuring a comparatively large portion of superconducting
boundary. In the special case of a rectangular quantum dot in contact with a
superconductor, we find sinusoidal oscillations in the density of states, which
can be perfectly accounted for by our expression. To demonstrate that our
results are not restricted to special geometries, we show that also eigenstates
in an Andreev billiard confined by a circular boundary can be explained by
our theory.

We start out with a derivation of a general expression for the phase shift
at an SN boundary due to Andreev reflection in section 5.3.1. We then return
to the distinct Andreev billiard systems discussed in the previous section: (i)
the separable box geometry, where our results can be applied to an Einstein -
Brillouin - Keller quantization (subsection 5.3.2) (ii) the non-separable rect-
angular geometry, where we will add our results to the BS quantization of
periodic orbits (subsection 5.3.3) and (iii) the half-circle geometry, which not
only is non-separable, but additionally breaks the invariance of longitudinal
momentum due to reflections at the circular boundary (subsection 5.3.4).

5.3.1 Derivation of the Andreev phase

We start out our discussion by looking more closely at the quantum mechan-
ical solution at a SN interface. We will consider an interface of finite width
W, in a waveguide which is superconducting for x < xgy. Instead of a sin-
gle plane wave, we thus obtain transverse eigenfunctions x,(y) = (y|x») =
V2/W sin(nmy/W). We make an ansatz for the wave function in the normal
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(¥n) and superconducting (¢g) part of the waveguide:

B al ¢ sin(kéx + 3°)
¢N(X) = E Xn(?/) ch Sin(khx_i_ﬂh) (5-23)
TL:1 n n n

N N . §R " e
b = Dl ST,
n=1 "

where k, = nm/W is the transverse wavenumber, x,(y) = 1/2/W sin(k,,y)
are the transverse eigenfunctions of the infinite waveguide. In contrast to
the “handwaving” derivation of the Andreev phase (5.11), we now correctly
distinguish between

2
kel = \/ et (Bp £¢) — k2 (5.24)

h2 yn?

the longitudinal wavenumber in the normal conducting region of the waveg-
uide, and

G = \/ 27;;;5 (Br —iVA? —<2) — k2, | (5.25)
in the S-region. ¢ and Jg denote the real and imaginary part of ¢ respec-
tively. We have made use of the fact that, in the absence of a magnetic field,
time reversal symmetry allows us to choose the wave function to be real. In
the following, we take xgny = 0 to simplify our notation.

We insert the ansatz (5.23) into the wave function matching conditions
(5.10) at the SN-interface. The transverse eigenfunctions are orthogonal to
each other, and identical in the N and S region. As a consequence, the
matching conditions (5.10) separate into 4N linearly independent equations.
It is important to note that the procedure is exact up to this point as it
does neither rely on A < Ep nor on approximately perpendicular angles of
incidence on the SN interface. Thus, the Andreev retroreflection process is
described in full detail within the framework of the BdG equation.

After eliminating the unknown coefficients ¢%" and b, by division, one
arrives at:

éR(]n - g(Jn tan(gbi)

e tank,L = tan¢?, (5.26a)
_ < h
R \S]:;IZ tan(¢,) tank"L = tan¢. (5.26Db)

with E? = (hk,)?/2me and k, = k%"(¢ = 0). To obtain an analytical
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expression of the Andreev phase, we rewrite the tangents according to

f(x) tana = tan

a+ i fra® ] , (5.27)

k=0

where f(z) is a smooth function. As the tan(x) € [—oo,00], it is always
possible to determine coefficients f; in such a way that the above identity
holds for a given z. To determine the f;’s that are independent of x, consider
a Taylor expansion of both the right and left hand side of Eq. (5.27) around
x = 0. By comparing coefficients of the different powers of x, the f; are
uniquely determined. This is, of course, only possible if f(z) has a Taylor-
expansion around x = 0. In the present case, we use © = ¢/FE} < 1 as
expansion parameter for fo"(z) = [Rq2" — Sq¢o" tan(¢o")]/kS". We insert
the identity (5.27) into Eq. (5.26), using , with Ef = (hk,)?/2mes. By
applying some trivial algebra, we arrive at the expansion

€

k
— e _ 1h
E_g] =mn + ¢, — P. (5.28)

B —Be+ > (fe— 1) [
k=1

The term m7 appears because the tangent is periodic in w. The zeroth order
expansion coefficient fy must be the same for the electron and the hole, as we
expand around € = 0, and thus cancels. The first non-vanishing contribution
is thus given by f&" = sin(26%")/4. Note that Eq. (5.28) gives a, within
the framework of the BAG equation, exact account of the phase shift in our
model system. We will now proceed by applying Eq.(5.28) to different model
systems.

5.3.2 EBK quantization

The expressions we derived in the Bohr-Sommerfeld treatment of Andreev
billiards [see Eq. (5.16)] contained terms up to order £/Fp. Including the
first-order term in the series Eq. (5.28) amounts to

(kS — KMYL = mm + o, — 4; (sin 23 + sin 263") | (5.29)
F
Sl

where we inserted ¢¢ — ¢! = arccos(e/A) = ¢.p,. The different terms in (5.29)
correspond closely to those in the semiclassical BS quantization condition
(5.16). The term on the left hand side mimics the linearized difference in
action between electron and hole. We stress here that (5.29) is the result
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of an analytic ansatz to solve the BAG equation while (5.16) is the result of
a semiclassical quantization of periodic orbits. Note that the semiclassical
quantization relies on the two large quantities S, and S, nearly canceling
each other and thereby giving a contribution of the order €/ Fg, which cannot
be considered large compared to h. However, a semiclassical approximation
consists of neglecting terms of order A. From this point of view, it is surprising
that a semiclassical description of Andreev billiards relying on periodic orbits
works as well as it does.

The term ¢, in (5.29) describes the phase difference between electron
and hole wave function in the superconductor [see Eq. (5.11]. The last term
on the right hand side corresponds to the two phase jumps ¢gn caused by
the different wavelengths in the N- and S-region. It resembles the phase
shift accumulated by a beam of light when it transverses a thin layer of
e.g. glass, which has a refraction index n # 1. To see this, consider a standing
plane wave sin(kyz + ¢1) with wavenumber £, in contact with a transparent
medium at, e.g. a layer of glass, at x = 0. The light enters the glass with a
wavenumber ko = ki + 0k and a phase ¢,. The standing wave has to fulfill
the matching conditions at the boundary

Asin(¢y) = Bsin(¢g) (5.30a)
k1A cos(¢1) = koB cos(¢2) (5.30b)

at x = 0. Using again the relation (5.27), this results, to first order in dk, in
ok .
P — P2 = % sin(2¢1) + mm . (5.31)
1

This has the same form as the correction term ¢gy in Eq. (5.29). Thus,
the complete phase correction due to one Andreev reflection consists of: (i)
one phase shift of ¢§y upon entering the superconductor as electron; (ii) the
phase shift of arccos(e/A) due to the transition from electron to hole and
(iii) a second contribution of ¢ upon leaving the superconductor again as
a hole.

In order to test the above results, we will apply them to the different
geometries we considered in the previous section. We again begin with the
simple case of the quadratic box geometry. Due to the separability of this
structure, the phases 4" can be determined analytically using the boundary
conditions at the right wall, ¢ (L,y) = 0. The total phase shift ¢, due to
Andreev reflection amounts to

dA = Phx + P + e = arccos ( c [sin(2k5 L) + sin(2k)L)] . (5.32)

Z) a 42;
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This expression can now be used in a semiclassical description of the density
of states. Due to the separability of the structure, the two dimensional
problem can be decomposed into two one-dimensional ones. This allows us
to use the Einstein-Brillouin-Keller (EBK) quantization [125] to quantize the
action along the two topologically distinct orbits present in the billiard. One
is the motion in x direction, involving the superconductor:
Sw e,h e h
= kS"de = 2L(kS — k) = 2 [nm + ¢4l - (5.33)
Ca

The action of the hole contributes with a negative sign. The periodic An-
dreev orbit C, corresponds to an electron and hole with zero momentum
in y-direction. The quantization condition in y direction is a simple box
quantization

% k,dy = 2k,D = 2mm . (5.34)

Cy

We inserting this quantization in y-direction into (5.33), and introduce the
short hand notation k™ (+e) = kE, with

2m, mm\ 2
+ eff e
k:m—\/ = (EFi5)+<W) , (5.35)
The quantization condition for « [Eq. (5.33)] then reads
[nm+ ¢a] = L [k} — k] (5.36)

This is a transcendental equation in e(n,m), which allows us to calculate
individual energy levels in a cavity with W = D semiclassically. EBK quan-
tization of Andreev billiards can be viewed as the analogue to the adiabatic
quantization of smooth soft-wall chaotic billiards, for completely integrable
systems [130, 131]. Note that the BS approach yields only an approximation
to the smoothed state counting function N(e). In contrast, the EBK formu-
lation allows us to calculate semiclassically the individual energy levels of the
separable box cavity.

To check the merits of the additional phase term, we compare the semi-
classical EBK results with and without phase contribution gb;l@ to the exact
quantum mechanical eigenenergies calculated by solving the BdG equation
(see Fig. 5.11). We observe previously unreported sinusoidal oscillations in
the integrated DOS, which are perfectly accounted for by the inclusion of
¢sn. Due to the high number of transverse modes (50), two full periods are
discernable. We will derive an expression for the oscillation period below,
when we consider non-separable structures.

104



For separable structures, as the box discussed here, the phase index ¢gn
may be calculated to arbitrary accuracy by including higher orders in the
expansion (5.27). Note that while semiclassical expansions are usually per-
formed in powers of h, the special properties of Andreev billiards suggest
e/E} as appropriate order parameter: For e = 0, Andreev reflection is ideal
and exactly described by a Maslov index of 1 (i.e. a phase of w/2). For finite
g, corrections due to the different properties of normal- and superconductor
start to appear.
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Figure 5.11:  Quantum mechanical state counting function (red staircase)
and semiclassical BS approximation with (blue squares) and without (green
dashed line) the term (5.38) describing the wavelength mismatch between
normal and superconductor (see text). We consider a broad SN interface
(W =D = 10L), 50 open modes and a Fermi wavenumber of kgp = 50.517.
The inset shows a close up view of one oscillation.

5.3.3 Improved BS approximation

We now proceed to the non-separable box geometry, i.e. W < L (see the inset
of Fig. 5.12). This system cannot be described by a simple EBK approach.
To correct the Maslov index using ¢sn, we have to find an expression for
the phase 3" of the wave function at the SN interface. A semiclassical
interpretation is the phase difference accumulated between incoming and
outgoing particle by the movement in x direction, i.e. the one perpendicular
to the SN interface. Because 6, the angle of incidence on the SN interface,
is (up to a sign) a constant of motion in rectangular billiards, this phase
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difference is given by %" = kplcos?f. Expanding the semiclassical EBK
quantization [Eq. (5.33)] to first order in € then results in

e in(k 20
mffis:mﬂ_l_@hjLEsm( Fscos” )

h? kg 2Fr cos? 6

(5.37)

where we used the semiclassical approximation [125] kjt & kg cos 6.
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Figure 5.12:  Comparison between quantum mechanical state counting func-
tion Nqwm(e) (red solid staircase), and semiclassical BS approzimation with
(blue dotted line) and without (green dashed line) a phase contribution ¢gx.
The left inset shows a magnification. The non-separable geometry is shown
in the bottom right inset: D/W = 1.3, L/W = 0.3, and krp = 25.517.

Unlike the phase arccos(e/A), the term ¢gy in Eq. (5.29) depends on the
angle of incidence 6, and thus cannot be directly inserted into Eq. (5.20). In
order to solve this problem, we introduce a modified path length § according
to
_ sin(kgs cos® 0)

kp cos? 0

which takes into account the phase jump due to the transition from normal
to superconductor. This definition enables us to rewrite Eq. (5.37) as

S=3s

(5.38)

hzﬁ

5= (mm+ Pep) )
Meg €

(5.39)
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When calculating the different individual trajectories needed to determine
the path length distribution P(s), the length of each trajectory is modified
according to (5.38). The resulting modified distribution P(3) can then be
used in Eq. (5.20). A similar trick was used in Ref. [114] to include the
influence of soft potential walls.

When compared to quantum mechanical calculations, our additional phase
contribution reproduces the oscillations due to ¢gy in the quantum mechan-
ical state counting function very accurately (Fig. 5.12). We determine the
oscillation period A from Eq. (5.38) by dividing 27e by the argument of the
sine

o2me TES R 72

OkPL ~ kpL? " meg 202
where we used the BS expression for § (5.39), with m = 0 (for the first
cusp), Gen, = m/2 in the last step. When compared to the mean level spacing
OF = 7h? /(W Lmeg), [97] this gives a ratio A/0E ~ 7W/(2L). The amplitude
of the oscillations depends on the relative weight of the phase correction com-
pared to the geometric trajectory length s in Eq. (5.38). As a consequence,
we expect the contribution ¢gy to be important in an arbitrarily shaped An-
dreev billiard if (i) the width of the superconducting region is large compared
to the average length of periodic Andreev orbits in order for the oscillations
amplitude to be of the order of the mean level spacing and (ii) the average
trajectory length s is at least of the order of the linear dimension of the
billiard. We speculate that these requirements for the appearance of the os-
cillations not met in many systems might be the reason why the contribution
of ¢sn has not been considered previously.

A=

(5.40)

5.3.4 Eigenstate rearrangement

We now return to the peculiar shift in eigenenergies we observed at the end
of the previous section for the half-circle geometry (see subsection 5.2.4).
The application of our extension is more challenging for this system: Due to
the curved boundary, the angle of incidence on the SN interface, #, is not
conserved between subsequent reflections at the interface. As a consequence,
trajectories with equal length have a wide range of possible angles of incidence
(i.e. unlike the rectangular case, where s = 2nL/cos(6)). Consequently, the
contribution of ¢gy to the smoothed density of states N(g) goes to zero.
This explains why the general agreement between Npg and Nqjs already was
very satisfactory without taking into account an additional phase correction.
However, the above considerations can still be applied to individual energy
levels. To extend the definition of ¢gy to a given Andreev state, consider
a one-dimensional wave of the form ¢(x) = sin(kz + «). The phase a can
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Figure 5.13:  Two eigenstates of a half-circular Andreev billiard connected
to a superconducting lead. The graphs to the left show a cut through the two-
dimensional wave function along the semiclassical orbit marked in the inset.
While the derivative of the wave function at the SN interface is maximal in
(a), it vanishes in (b). As a consequence, the contributions of ¢sn to the two
different eigenstates are different (see text).

be connected to the logarithmic derivative Fy = 9, In ¢*"|,—q of ¢ by a =
arctan Fo/k. This allows us to express ¢gy by the value of the quantum
mechanical wave function at the SN-interface according to

h
eh eFo°" [kp

— _ =Y /" 41
SN ag anN 1 + (kaQ)Z (5 )

We will now apply this expression to two eigenstates of the half-circle bil-
liard to explain an observed energy shift between states of different parity:
The half-circle geometry is symmetric upon inversion of the y direction. A
quantum mechanical treatment yields a noticeable energy shift of 0.01e /A be-
tween eigenstates of even and odd parity. A semiclassical BS approximation
for the state with the shortest s = 2R, where R is the radius of the half-
circle, predicts an energy of ¢ = 0.842A. This coincides with the quantum
mechanical calculations for the bound state with the highest energy. [which
semiclassically corresponds to the smallest s, see Eq. (5.39)]. The mean level
spacing in the normal dot amounts to E = 0.15A, making the above semi-
classical result exceedingly accurate. Apparently, no correction due to ¢gy is
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required. The corresponding eigenstate is shown in Fig. 5.13(b). Note that it
is a state of odd parity with respect to the y axis. It shows a distinct enhance-
ment along two bundles [124] of semiclassical trajectories of length s = 2R.
When considering the value of the wave function at the SN interface [Figure
5.13(a) shows the electron density along the semiclassical orbit], we find that
it has a pronounced minimum precisely at the SN interface zgy = 0. As a
consequence, the above expression for ¢gy [see Eq. (5.41)] vanishes, as ex-
pected from the accurate result of the semiclassical BS approximation. The
eigenstate shown in Fig. 5.13(b) is even. It shows a similar enhancement
along a semiclassical orbit of length 2R, which, however, leaves the center
of the half-circle perpendicular to the SN interface. Its quantum mechanical
eigenenergy of ¢ = 0.836A is, however, lower than for the state shown in
(b), even though the corresponding semiclassical orbit is by no means longer.
In contrast to the odd state, the wave function does not vanish at the SN
interface, as can well be seen in Fig. 5.13(a). There is a maximum of the
logarithmic derivative at &~ xgy, which upon insertion into Eq. (5.41) yields
a phase correction of 2¢gny = 0.006. This correction shifts the semiclassical
prediction down to € = 0.837A (from 0.842). The expression for ¢gy is not
only able to qualitatively explain the energy shift between the two states, but
gives an accurate quantitative prediction. We apply Eq. (5.41) to the other
eigenstates of the half-circle Andreev billiard with equally good agreement.
The reason for a systematic shift between even and odd states is that the
Bessel function Jy, which is only included in the solution for even states, is
the only one which gives a contribution at the center of the half-circle, the
starting point of most semiclassical trajectories at energies close to the cusp.
As a consequence, only those eigenstates give a non-vanishing F.
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5.4 Validity of the retracing approximation

After discussing the Andreev reflection process as well as its influence on
the state counting function, we now turn our attention to the limitations of
the semiclassical description. The BS approach to the DOS of an Andreev
billiard relies on three assumptions: exact retracing of electron-hole trajec-
tories (referred to as assumption Al in the following, [130]), the absence of
any quasi-periodic orbits other than the ones caused by Andreev reflection
(assumption A2, [132]), and the applicability of semiclassical approximations
(assumption A3, [133, 130, 134, 135, 136]), i.e. A\p < VA, where \p is the
de Broglie wavelength and A is the area of the N billiard. Our aim is to as-
sess the validity of the retracing approximation and to provide quantitative
criteria for its applicability for a given structure. Non-retracing electron-hole
orbits leave their mark on the Andreev wave functions as well. We find that
Andreev states which correspond to non-retracing orbits (i.e. those that are
not well-described by a BS-approximation) break the close correspondence
between the electron and hole wave function patterns. The analysis of the
eigenstates thus allows us to check on the merits and limitations of the BS
approximation against the exact quantum mechanical results.

ki kg

Figure 5.14: (a) Andreev billiard with a rectangular normal-conducting (N )
region. The superconducting (S) lead is assumed to be half-infinite (shaded
area). The dashed and dotted lines depict an “almost retracing” electron-hole
orbit created by Andreev reflection at the SN-interface. For better visibility the
starting point of the orbit is marked by a dot. (b) perfect Andreev reflection,
i.e. 0. = 0y. (c) imperfect Andreev reflection, 0. # O, ki = k‘Z

We will explore the validity and breakdown of the retracing approxi-
mation and the resulting BS quantization by returning to the rectangular
cavities discussed in the previous section. In the following subsections, we
consider different ratios D/W and D/L (see Fig. 5.15). With this parameter

110



space at our disposal we can probe and disentangle the validity of assump-
tions Al to A3. Since within the framework of perfect Andreev reflections
combined SN-Andreev systems become regular and, in fact, periodic irre-
spective of the underlying regular or chaotic dynamics of the N-cavity, we
expect many of our results to be valid for arbitrary N-cavities. To explicitly
test this assumption, we will investigate a cavity featuring chaotic dynamics
in subsection 5.4.4.

5.4.1 Stretched separable billiard

The intuitive picture of ideal Andreev reflections [Fig. 5.14(b)] lends itself to
a semiclassical description and, more specifically, to a periodic-orbit quan-
tization, as discussed in the previous sections. However, the retroreflection
process is not perfect. The electron approaches the SN-interface with wave
number

K2
and angle 6. relative to the interface normal. The hole leaves the interface
with wavenumber

ke = \/ 2t (4 g (5.42)

ki, = \/ 2ot (Bp —¢). (5.43)

and a corresponding angle #,. Since the component along the interface is
exactly conserved because of translational invariance, k., = kj, (or v., =
—vp,) the components normal to the interface will be, in general, different
kenr # kne, leading to imperfect retracing [Fig. 5.14(c)]. Only in the limit
e — 0 (or ¢/Er — 0) perfect Andreev reflection ke, = kpy (OF Ve = —Vp )
ensues. The retracing approximation consists now of the assumption Al of
perfect reflection, v., = —vj,, for all ¢ in the interval 0 < ¢ < A. The
validity and breakdown of this assumption will be explored in the following.

Under assumption Al all trajectories emanating from the SN-interface
are strictly periodic. For N-cavities featuring hard chaos, every trajectory
will eventually hit the SN-interface, thus yielding a globally periodic sys-
tem. For N-cavities with mixed or regular dynamics, certain regions of the
phase space may remain decoupled from the interface and thus may fea-
ture both continuous manifolds of strictly periodic orbits and islands with
quasi-periodic motion. Neglecting the latter contribution to the DOS implies
assumption A2.

We now stretch the billiard to D/L < 1 [see Fig. 5.15(a)] without, how-
ever, changing the Fermi energy Er of the system. The distance s traveled
between two encounters with the SN-interface is, for the shortest orbits, at
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Figure 5.15: Geometries with tunable boundaries: (a) stretched N-cavities
with L > D but with D equal to the width of the SN-interface W = D. (b)
stretched N-cavities with D > L but constant length L (lower boundary of
S and N aligned). (c) as (b) but SN-interface at arbitrary position on the
entrance side.

least 2L. The effect of imperfect retracing, originating from the difference in
angles between 6, and 6, is a divergence between electron and hole trajec-
tories (o s), which is amplified by large L. We introduce as a measure for
the imperfect retracing the lateral displacement dy on the interface between
the hole and the particle trajectory after one loop (see Fig. 5.16),

dy = slsin(6,.) — sin(0y)]

esind | oy, (5.44)
Er

= S

where 6 = 0. ,|.—o. For the particular geometry considered [Fig. 5.15(a)],
dy increases linearly with both the trajectory length s and the excitation
energy €. Note that the ratio €/FEF is, in general, much smaller than one,
le. ¢ < A < EF

This classical scale for the mismatch between the particle and hole orbits
should be related to the quantum scale, i.e. the linear dimension of the wave
packet estimated by the de Broglie wavelength A\p. We thus introduce r =
|0y|/Ar as order parameter for the error of retracing. For r < 1 the wave
packet cannot resolve the mismatch and the BS approximation should work
well. Conversely, as r reaches the order of unity, quantization based on the
existence of a continuum of periodic orbits should fail.

To probe the breakdown of the retracing approximation quantitatively,
we compare the semiclassical with the quantum density of states (DOS),
which are obtained from the state counting function N(e) as

ON
pus qui(e) = 2eaule) (5.45)

since the DOS is more sensitive to errors than the (smoothed) spectral
staircase. Results for two cavities with different values of L are shown in
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Figure 5.16: Imperfect Andreev reflection in the fundamental and extended
zone scheme. The returning hole hits the SN-interface a distance dy apart
from the starting point of the particle.

Fig. 5.17(a) and (b). This example illustrates that the degree of agreement
between pqu and pgg is indeed controlled by 7. The following trends can
be observed: (i) due to the comparatively shorter length s of orbits in (a),
the overall agreement there is better in (a) than in (b). (ii) The agreement
in (b) deteriorates for larger values of /A, since the mismatch in retracing
increases with ¢.

As a measure for the average mismatch between pgum and ppg in an An-
dreev billiard of given geometry we use the quantity dy,

— 1 (TP 2 2LA
_ _ 4
dy WA/_WMCZQCOSQ/O de dy B (5.46)

i.e. gy averaged over all £ and all angles. For this particular geometry s =
2L/ cos@. The error in the DOS is quantified in terms of the root mean
square (RMS) deviation dp between pps and pqu,

1 A
5p = \/K/ de |pQM - sz|2. (547)
0

As expected, as long as 7 = dy/A\r < 1, the retracing approximation is suf-
ficiently accurate to reproduce the DOS on the scale of the mean level spac-
ing [see Fig. 5.17(c)]. Note that resolution of individual levels is beyond the
scope of the BS approximation. As discussed in the previous section, an EBK
quantization is needed for an accurate quantization of individual levels. As T
approaches unity the oscillations in the quantum DOS cannot be resolved any
longer. The error dp(dy) appears to saturate, in agreement with the observa-
tion that in this regime the main peaks in Fig. 5.17(b) [corresponding to the
main cusps in N(g)] remain well described by the retracing approximation.
Identifying the latter with the shortest Andreev-reflected orbits of length

~ 2L allows a simple explanation as to why even a drastic elongation of the
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cavity leaves the cusps well described by the retracing approximation: orbits
of length ~ 2L correspond to strictly horizontally injected trajectories (with
0 = 0). They do not accumulate any lateral displacement dy irrespective of
the length of the orbit and . While the average value ¢y is increasing with
growing cavity elongation (due to orbits with 6 # 0), the horizontal orbits

limit the increase dp(dy), leading to the observed saturation in Fig. 5.17(c)
for 5y > Ap.

0 05 /A 05 /A 1
I

=

Figure 5.17:  The DOS calculated quantum mechanically (red solid curve)
and by the BS approzimation (green dashed curve) for two different geome-
tries with ratios of (a) L/D =1 and (b) L/D = 6 (see insets) in units of the
Weyl approximation of the DOS per unit area, pw = meg/(R*7). (c) error
of the semiclassical prediction & [Eq. (5.47)] as a function of an energy-
averaged T [Eq. (5.46)] for 300 different ratios of L/D € [1,20]. The solid
blue line shows a smoothed average (30 adjacent points) of the recorded data.

Additional evidence that the discrepancy between the quantum DOS and
the BS spectrum is due to the retracing assumption (A1) and not due to the
failure of semiclassics itself (A3) can be gained from an EBK quantization
presented in the previous section. This alternative is of particular interest as
it only relies on assumption A3, but does not involve the additional assump-
tions Al and A2, thus allowing to disentangle the validity of the semiclassical
approximation from that of the retracing approximation. As the EBK quan-
tization invokes quasi-periodic rather than periodic motion no assumption of
retracing is involved. Moreover, regions in phase space that will not make
contact with the SN-interface are in this geometry of measure zero, i.e. as-
sumption A2 is valid. We therefore transform the EBK results (5.36) for
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£(n,m) into a state counting function

Nepx = / ) de'y "6 [e' = e(n,m)] (5.48)

)

and compare both semiclassical approximations with the quantum results.

150
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N |
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Figure 5.18:  Comparison of the exact quantum mechanical state counting
function Nqu (red staircase) with the semiclassical BS (green dashed line)
and EBK (blue squares) approximations for a highly elongated cavity (L/D =
10), as shown in the lower inset. Quantum mechanical and EBK solutions
are nearly indistinguishable. The upper inset shows a magnification. The
enerqy for which dy = Ap is marked.

In sharp contrast to the discrepancy between Ngy and Npg, we observe
that Nqu and Ngpk agree almost perfectly in the whole energy interval
0 <e < A (see Fig. 5.18) even for very elongated cavities where most orbits
are non-retracing (0y > Ar). The criterion dy ~ Ar is found to be a good
estimate for the transition point where the BS quantization deviates from
both the EBK quantization and the exact quantum spectrum. The case
of the elongated N-billiard clearly demonstrates that the failure of the BS
quantization in this case is due to the retracing assumption (A1), but not
due to the failure of semiclassics (A3) itself.
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5.4.2 Stretched non-separable billiard

We focus now on billiards stretched in the direction of the SN-interface with
D/W > 1 and D/L > 1 [Fig. 5.15(b,c)]. For D/W > 1 the Andreev bil-
liard becomes non-separable and an EBK quantization is no longer rigorously
justified. As the wave functions (Fig. 5.19) clearly indicate, the retracing ap-
proximation breaks down with large discrepancies between the particle (|u|?)
and hole (|v|?) densities occurring. For this system, one obvious culprit for
differences to quantum results is assumption A2. An extended region of clas-
sical phase space (Fig. 5.20) remains decoupled from the SN-interface. Con-
sequently, the quantum DOS is associated, in part, with decoupled regions
which are not represented at all by the BS approximation. It has previously
been pointed out for other geometries (whispering gallery trajectories in cir-
cular billiards) that Andreev billiards indeed feature quantum states that are
not associated with periodic orbits [97].

A more detailed inspection reveals that a certain class of wave functions
has the following features: (1) The probability density at the SN-interface
is typically low — corresponding to decoupling from the superconductor.
This suggests that the SN-interface effectively acts like a hard-wall bound-
ary. (2) Integrating the probability density in the electron- and hole-part of
the N-region typically shows a strong asymmetry. For the case depicted in
Fig. 5.19(c) we calculate a probability of 98.3% for the hole component and
only 1.3% for the particle component. The coupling with the superconductor
is very weak, resulting in a probability of 0.4% of finding the particle in the
superconducting lead. These observations suggest that the particles in such
non-retracing states are quasi-bound in either the electron- or the hole-space
with only infrequent and short excursions to their mirror-space. As a conse-
quence we may employ again an EBK quantization scheme to estimate the
corresponding energy level of the Andreev state, however now separately in
either the space of the quasi-bound particle or hole. Exploiting the assump-
tion of weak coupling to the SN-interface, we replace the SN-interface by a
hard-wall (box) boundary. Applying this approach e.g. to the state depicted
in Fig. 5.19(a), the EBK quantization

Fon = e (2 (2] o

implies for the density of the “isolated” electron state n = 6 maxima in z-
direction and m = 205 maxima in y-direction. Inserting these quantum num-
bers yields an excitation energy of epox = 0.753A, which is very close to the
exact eigenenergy of the Andreev eigenstate of eqy = 0.760A. Analogously,
the state depicted in Fig. 5.19(c) has quantum numbers n = 1, m = 41,
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Figure 5.19:  Selected Andreev eigenstates of non-separable Andreev billiards
stretched parallel to the SN-interface displaying a large discrepancy between
electron and hole wave function patterns. (a) L/D = 10, ¢ = 0.760A; (b)
L/D = 10, € = 0.766A, kp = 21.57/W; (¢) L/D = 2, ¢ = 0.040A, kp =
20.57/W;
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Figure 5.20:  (a) Poincaré surface of section of a stretched non-separable
Andreev billiard, taken at the right vertical side, opposing the SN-interface:
W/D =5, W = L. The light gray area marks regions of classical phase space
coupled directly to the entrance lead, with one single reflection at the right
wall. Dark red areas show regions of classical phase space decoupled from the
superconducting lead. Classical trajectories corresponding to selected areas of
phase space are shown in (b)-(d).

corresponding to a hole excitation of e, = 0.038A, which compares well
to the eigenenergy of the Andreev eigenstate of eqy = 0.040A. While the
position of these Andreev states can thus be explained fairly accurately by
a box (or EBK) quantization, they are obviously not included in a standard
BS approximation which considers only retracing electron-hole orbits. This
illustrates the failure of assumption A2 while semiclassics (assumption A3)
still remains applicable.

5.4.3 Diffractive effects

For the present hard-wall N-cavities, introducing non-separability implies
simultaneously the introduction of diffractive edges and corners [137] (see
Fig. 5.15). In the preceeding example, diffractive effects were present but
for the special group of states considered of minor importance. The latter
was confirmed not only by the density distributions in the Andreev states
(Fig. 5.19) but also by the accuracy of the EBK prediction. We can now
enhance diffractive effects by considering only moderately stretched cavities
D/W > 1 with arbitrary position of the SN-interface. As shown in Fig. 5.21,
we can thus realize Andreev billiards with zero corners (D/W = 1), one
corner (D/W > 1, lower boundary of S and N aligned), and two corners
(D/W > 1, arbitrary position of the SN-interface). Diffractive effects origi-
nate from potential variations on a length scale smaller than the de Broglie
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Figure 5.21: Selected Andreev eigenstates of systems with (a) no diffractive
corners (L/D = 1.6, W = D, kp = 20.57/W, ¢/A = 0.48); (b) one diffrac-
tive corner (D/L = 1.7, W = L, kp = 21.50/W, ¢/A = 0.72); (c¢) two
diffractive corners (D/L = 1.7, W = L, kp = 20.57/W, /A = 0.82).
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wavelength. In a semiclassical picture, diffractive scattering gives rise to a
non-deterministic, stochastic angular distribution. It certainly prevents the
deterministic perfect retracing of orbits.

Traces of diffractive scattering can be directly seen in the wave function
[see Fig. 5.21(b,c)]. The density enhancement representing a scar of a classi-
cal trajectory hits the corner of the SN-interface. As a result the trajectory
“splits” into a bouncing-ball orbit and a broad angular distribution. Sig-
nificant differences between the particle (Ju|?) and hole (|v]?) density in the
retracing orbit are clearly visible.

For a more quantitative assessment we compare again the quantum and
the BS-results for the DOS [see Fig. 5.22(a,b)] and find, similarly to the
case of the separable geometry, that for larger D the mismatch dp in the
DOS increases. If we compare, however, how the error dp scales with the
geometric retracing mismatch dy [Fig. 5.22(c)], we find that in the Andreev
billiard with a diffractive corner the average mismatch is considerably larger
than for the geometry without a sharp corner. The difference in dp at fixed
dy can be thus attributed to diffraction. Note that diffractive scattering is an
additional mechanism for the failure of the retracing approximation, which
is independent of the failure induced by long electron-hole orbits.

Additional evidence along these lines is presented in Fig. 5.23 where the
mismatch dp between the BS approximation and the quantum results as
a function of the geometrical aspect ratio of the normal-conducting region
is compared for three geometries with either (a) zero, (b) one, or (c¢) two
diffractive corners at the SN-interface. As expected, the mismatch increases
(1) for larger aspect ratios and (2) at fixed aspect ratio for an increasing
number of diffractive corners. Further support comes from the observation
that the mismatch dp for the cavity with two diffractive corners is, to a large
degree, independent of the position of the lead, as shown in Fig. 5.23.

Unlike other sources for the failure of the retracing approximation dis-
cussed above, diffraction limits the validity of standard semiclassical ap-
proximations itself, i.e. of assumption A3. Methods for describing diffrac-
tive effects semiclassically by including pseudo-paths [119, 138] and non-
deterministic scattering [139] have been explored for scattering at open N
cavities. They play a crucial role in determining the S-matrix for such de-
vices. The present results demonstrate that diffractive corrections come into
play also for Andreev systems.

5.4.4 Mushroom billiard

The different cavities discussed above all feature regular dynamics in the
normal-conducting case (i.e. with the superconductor replaced by a hard
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Figure 5.22:  The DOS calculated quantum mechanically (red solid curve)
and by the BS approximation (green dashed curve) for two different geome-
tries with ratios of (a) L/D =1 and (b) 1/8 (see insets), in units of the Weyl
estimate of the DOS per unit area, pw = meg/(R*7). (c) Error of the re-
tracing approzimation dp [Eq. (5.47)] for transversely elongated cavities (red
circles) as a function of 7. The solid blue (dashed red) line shows the average
error for longitudinally (transversely) elongated cavities (see also Fig. 5.17).
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Figure 5.23: Error of the retracing approximation dp as a function of D/W
for geometries with no (blue square, dashed line), one (red circle, solid line)
and two (green cross, dashed line) diffractive corners. Different orientations
of the cross refer to different positions of the superconducting lead. The lines
show a linear root mean square fit of the data.
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Figure 5.24: (a) Path length distribution P(s) and (b) state counting function
N (g) of the mushroom Andreev billiard. The Fermi energy Er = (17.5m)%/2,
A = 0.02Eg. Two peaks in the path length distribution [marked I and 11
in (a)] result in corresponding cusps in the state counting function [marked

accordingly in (d)]. Open triangles denote energies for which eigenstates are
shown in Fig. 5.25.

wall boundary.) To show that our results also apply to a more general set of
geometries, we now proceed to a cavity featuring both regular and chaotic
dynamics. We again consider a half-circle connected to a lead. If the diameter
of the half-circle is chosen larger than the lead width, the billiard takes on the
shape of a mushroom. To obtain chaotic dynamics in the normal-conducting
case, we move the SN interface a distance R away from the straight side of the
half-circle [see inset in Fig.5.24(a)] . The classical phase space of the resulting
structures features a chaotic sea coupled to the stem of the mushroom (where
the superconductor is located) and a single regular island of skipping orbits
along the boundary of the half-circle [140]. As shown below, these properties
lead to explicit violation of all three assumptions A1-A3.

We first check whether the connection between the classical phase space
topology, the DOS and superscar patterns in the eigenstates survive for
chaotic dynamics. Due to the phase space structure in mushroom billiards,
a wide variety of path topologies exists. As a consequence, the classical path
length distribution shows pronounced structures [see Fig. 5.24(a)], which
translate to several distinct cusps in the state counting function, as discussed
in the previous section. We expect eigenstates associated with these different
peaks to show different topological structures in their wave function patterns.
Indeed, the eigenstates just below a cusp, i.e. the ones best described by the
semiclassical approximation, can be distinguished by characteristically differ-
ent superscar patterns: The first and most prominent peak in the pathlength
spectrum P(s) [marked I in Fig. 5.24(a)] denotes states with length s ~ 4R
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Figure 5.25: (a)-(d) Density of electron and hole eigenfunctions |¢|* of
the mushroom Andreev billiard for four different excitation energies ¢ =
0.33A(a), 0.52A(b), 0.59A(¢), and 0.61A(d). The Fermi energy was chosen
at Bp = (17.5m)%/2, A = 0.02Er. The corresponding state counting function
s shown in Fig. 5.24.

featuring the expected superscar pattern similar to the half-circle billiard
[see Fig. 5.25(b)]. The state counting function shows a corresponding cusp
(marked I in Fig. 5.24), which is predicted quite accurately by the semi-
classical theory. A second cusp (marked IT in Fig. 5.24) features eigenstates
reflecting once at the straight side of the mushroom hat [see Fig. 5.25(a)]l.
For both classes of states, patterns in the electron and hole wave functions
agree very well.

Overall, however, the correspondence between Npg and Ngy is, as ex-
pected, worse than for regular structures [as indicated by the shaded areas
in Fig. 5.25(b)]. The reason for this is the violation of all three assumptions
A1-A3: Since we consider a chaotic cavity, nearby trajectories diverge ex-
ponentially from each other. Thus, even a small difference in angle between
electron and Andreev reflected hole eventually leads to a failure of the semi-
classical orbits to close (violation of Al). This observation is in line with
the well-known failure of the BS approximation to yield the energy gap for
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chaotic N billiards, [135, 123, 109] also caused by long orbits.

Especially pronounced discrepancies between Npg and Nqy appear in the
relatively flat region of the state counting function just above the cusp marked
I in Fig. 5.25(b). The reason for the failure of the semiclassical retracing
approximation can be readily seen in the wave functions: electron and hole
eigenstate do not mirror each other, most notably for the whispering gallery
states, i.e. states trapped in the regular island of the mushroom [140, 97|,
corresponding to a violation of A2. As expected, these states feature a strong
asymmetry in the overall probability density between electron and hole [see
Fig.5.25(d)].

Finally, diffractive scattering at the entrance corners to the mushroom
lead to a general failure of semiclassical theories (violation of A3). The wave
function densities show “fuzzy” patterns without discernable enhancement
near a single periodic orbit. However, they do show high amplitudes at the
diffractive corner. Furthermore, the patterns found for electron and hole do
not agree with each other [see Fig. 5.25(c)].
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5.5 Disordered Andreev billiards

In the previous sections, we have studied the dynamics of clean Andreev
structures, i.e. scattering only happens at the boundary. We will now intro-
duce disorder to the Andreev billiards. We will consider correlation lengths
of the disorder below the Fermi wavelength. As a consequence, scattering off
the disorder is essentially non-classical S-wave scattering. Corrections in the
semiclassical description due to short-range scattering off disorder have to
be introduced [135, 141, 142, 143]. Each scattering event introduces random
changes in the orbits of electron and hole leading to an immediate breakdown
of retracing. The resulting corrections may turn out to be so large as to ren-
der a prediction for the structures of the DOS based on the BS approach
unreliable. Accordingly, most structures present in the density of states are
averaged out by random scattering events.

Yet there remain interesting features in the density of states even for
strongly disordered Andreev systems [109, 117, 144, 145, 81, 131, 146, 147].
In particular, the DOS near the Fermi edge (Er) is reduced and may ex-
hibit an “excitation gap” (F7). This is a direct consequence of the coupling
between electron and hole sheet in the normal metal mediated by Andreev
reflection. The resulting coupled electron-hole excitations mimic those found
in superconductors. Details of this reduced DOS are determined by the dy-
namics in the Andreev billiard which, in turn, depends on the boundary
geometry, the position of the SN interface and on the potential surface in
the AB. The distance E; of the first excited state in the grain (“billiard”)
from the Fermi level (set equal to zero in the following) marks the size of
the excitation gap in the energy spectrum. While being much smaller than
the bulk gap A of the superconductor, £y < A, E; may considerably exceed
the mean level spacing ¢, i.e. the average energy distance between adjacent
eigenstates, thus signaling the appearance of a gap.

In a realistic metal sample brought into contact with a superconductor,
deviations from the ballistic limit by disorder scattering play an important
role. If the elastic mean free scattering path ¢ is smaller than the linear
dimension of the metal grain, the trajectory between two successive Andreev
reflections at the SN-interface is dominated by disorder scattering in the
interior of the grain rather than by ballistic scattering off the grain bound-
aries. It has been suggested that the shortening of electron-hole orbits or,
equivalently, of the average dwell time 74 between successive Andreev reflec-
tions by disorder scattering would lead to an increase of the excitation gap
as compared to that of a clean SN junction [80, 143]. Such a trend would
qualitatively be in line with recent investigations [135] which have found that
the gap in the ensemble averaged density of states of an AB increases as the
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Figure 5.26:  (a) Geometry of an Andreev billiard (AB) consisting of a
rectangular normal (N) conductor of dimension (1.5W, 3W ), where W is
the width of the junction with the superconductor (S). The dotted (dashed)
line depicts the electron (hole) part of a periodic electron-hole orbit created
by Andreev reflection at the SN-interface. (b) A sample realization of the
landscape of the disorder potential inside N.

mean free path decreases with respect to the clean, ballistic limit (under the
assumption of constant average dwell times 7).

Our discussion of the BS approximation in the previous sections suggests
that the eigenstates closest to the Fermi energy are not well described by
a semiclassical quantization of periodic Andreev orbits even in the case of
clean systems: this energy region corresponds either to very long orbits or
to orbits disconnected from the SN interface. Indeed, the formation of a
sizeable excitation gap in chaotic Andreev billiards as predicted by Random
Matrix Theory (RMT) and verified numerically [109], is not reproduced by
the BS approximation [148]. To understand the behavior of the excitation
gap in disordered Andreev billiards, we will thus need a new approach based
on quantum mechanics: the Wigner-Smith time-delay matrix [149, 150].

In this section, we present numerical ab initio simulations for a two-
dimensional disordered AB. We investigate the distribution of the lowest-
lying energy states in a disordered Andreev billiard by solving the Bogoliubov-
de Gennes equation numerically. Contrary to conventional predictions we
find a decrease rather than an increase of the excitation gap relative to its
clean ballistic limit. We relate this finding to the eigenvalue spectrum of the
Wigner-Smith time delay matrix between successive Andreev reflections. We
show that the longest rather than the mean time delay determines the size
of the excitation gap. With increasing disorder strength the values of the
longest delay times increase, thereby, in turn, reducing the excitation gap.
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5.5.1 Disorder characteristics

We choose a rectangular normal(N)-conducting cavity with dimensions (1.5W,
3W') where W is the width of the superconducting lead [see Fig. 5.26(a)]. We
construct the disorder potential [Fig. 5.26(b)] by decomposing the N region
into two quadratic modules of dimension (1.5W, 1.5W) within each of which
we employ a separable random potential, Ve(z,y) = Ve, () + Ve, (v) (&, &y
denote two different statistical samples, jointly refereed to as £ = {&,,&,}.
This “trick” is employed for reasons of numerical efficiency, in particular
for small Ag [36]. We ensure truly random scattering by destroying any
unwanted separability by rotating by 180° the random potentials in the
two squares relative to each other [see Fig. 5.26(b)]. Disorder is repre-
sented by elastic scattering off a potential distribution with short-range dis-
order with a correlation length [y, small compared to the Fermi wavelength,
lv /Ar = 0.12. The spatial correlation of the random potential is character-
ired by (Ve(, y)Ve(@+0, )y = (Ve(@, y)Ve(, y+ @)y = Vi xexp(—afly),
with (---),, indicating a spatial average over the whole disorder area and [y
the correlation length. For a given realization & the potential has zero spatial
average, (Ve(x,v))s, = 0, and an amplitude, Vy = /([Ve(z,y)]?)2, , which is
chosen to be small compared to the Fermi energy, Vy/FEr < 0.2. For Vj — 0
the dynamics in the normal conducting part of the AB is entirely ballistic
(no disorder scattering) and regular (due to the rectangular confinement).
Calculations are performed with N = 24 open transverse modes fitting in
the lead width W of the superconductor. The superconducting gap A was
chosen as 0.2FEF to ensure that the energy F; of the lowest-lying eigenstate
fulfills £ < A.

In the fully ballistic limit, i.e., in the absence of any disorder, V5 = 0,
we find the lowest energy E; to be four times larger than the AB’s mean
level spacing ¢ [see Fig. 5.27(a) for the lowest eigenenergies]. To investi-
gate the influence of the disorder on the energy spectrum we now gradually
increase the disorder amplitude V. For each value of V; we calculate the
full energy spectrum (below the superconducting gap A) for 500 different
disorder realizations &, and determine the ensemble averaged state-counting
function N(e) (i.e., the integrated DOS) in the ensemble-average. For very
weak disorder strength, Vo/Er = 0.007, we find (N (e))¢ to be still very close
to the fully ballistic limit of V{; = 0 where the spectral density close to Er
is strongly suppressed relative to the Weyl estimate N(g) = pe for the DOS
per unit area p = meg/(7h?) [see Fig. 5.27(a)]. Increasing the disorder am-
plitude Vp, however, gradually shifts N(e) towards the Weyl distribution [see
Fig. 5.27(a,b)]. In particular, we find the size of the excitation gap to be
reduced with increasing values of V{, rather than increased. The reduction of
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Figure 5.27:  (a) Disorder-averaged state counting function, (N(g))¢, for four
different disorder strengths Vo/Epr = 0.007, 0.03, 0.1 and 0.24 (colored solid
lines) and Weyl estimate (black dashed line). The two lowest energy eigenval-
ues of the disorder-free system are marked by vertical bars. (b) Evolution of
the mean gap (E1)e (red triangles) and the root mean square deviation (blue
squares) as a function of disorder strength Vo (in units of Er). Horizon-
tal lines mark the RMT predictions. (c) Statistical distribution of the lowest
eigenvalue By for four disorder strengths Vi (colored lines) compared with the
RMT distribution (black line). (d) Dependence of the Wigner-Smith delay
times on disorder strength V. Both the mean delay time, i.e., the dwell time
(Ta)e (blue squares), and the mazimum delay times (Timax)e (red triangles) are
shown. The black dashed line shows the estimate (14)¢ = 2w /NJ" from [151].
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E is a sizeable (factor 2 in the range 0 < V5 /Ep < 0.2) and robust effect. For
comparison we also show the gap as predicted by RMT for chaotic systems
[see Fig. 5.27(b)]. These RMT estimates are based on a numerical calcula-
tion representing the internal dynamics of the normal conductor in the AB
by an ensemble of 8000 symmetric random matrices of size M x M [82]. M
is assumed to scale with the ratio of cavity circumference C' to the size of the
SN junction W, M = N x C/W (for N = 24 modes in the SN-interface we
obtain M = 216). While the RMT value of the gap, F; &~ 3.289, is in reason-
able agreement with our numerical data for finite disorder strength V4 # 0,
significant discrepancies appear for the second moment (i.e. the variance) of
the distribution \/(E7)¢ [see Fig. 5.27(b,c)]. The full quantum calculation
shows first a steep increase in the variance with increasing disorder strength
before leveling off, whereas the RMT result underestimates the width of the
distribution drastically. It should be noted that, strictly speaking, the limit
of RMT is only expected to hold for M > N > N3 > 1 [109]. The lat-
ter limit is difficult to reach in any realistic simulation for a two-dimensional
cavity. The fact that both the gap size and the variance stay at an almost con-
stant value in a whole interval of the disorder strength, 0.1 < V,/Er < 0.2,
possibly points to a saturation effect due to the disorder-induced random-
ization of otherwise boundary-specific scattering dynamics. The reduction
of gap size and variance for stronger disorder, Vy/Er > 0.2, may be related
to a transition from weakly disordered scattering to diffusive or localized
dynamics.

5.5.2 Wigner-Smith time delay matrix

The strong reduction of the gap size with increasing disorder points to a mech-
anism qualitatively different from the behavior of the mean dwell time (74)e,
which is only negligibly affected by increasing disorder [see Fig. 5.27(d)]. To
uncover the underlying physics we employ a rigorous approach that allows to
relate the energy spectrum of a quantum system to the dwell time distribution
that does invoke neither any semiclassical approximation nor random matrix
assumptions. Key to our approach is the relation between the Wigner-Smith
(WS) time delay matrix @) and the scattering matrix S [150, 149],

Q(e) = —ihST(e)0S(¢) /0. (5.50)

Equation (5.50), well-known for scattering systems, can be applied to the
(bound) spectrum of an AB since an eigenstate of the AB occurs at an
energy ¢ for which the determinant [152]

det[1+ S(e)ST(—¢)] =0, (5.51)
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where S(g) is the scattering matrix of the open, normal-conducting cavity
with the superconductor replaced by a normal conducting waveguide of iden-
tical width W. Expanding S(¢) around the Fermi energy (¢ = 0) for small ¢
yields

S(e)St(—e) =1 + 2%@@ b ~exp (2%5@) , (5.52)

and, in turn, the approximate quantization condition for Andreev states [153]:

1+ exp (2%&7") ~0. (5.53)

The Wigner-Smith delay times 7,, are the eigenvalues of (). They correspond
to “sticking” times inside the normal-conducting cavity between entering and
leaving the cavity through the opening. Since in an AB the opening is re-
placed by an SN junction, 7,, measures the dwell-time between two successive
Andreev reflections.

The values of 7, (with n < N) provide a basis-independent measure for
the sticking time of “quantum trajectories” without invoking model-specific
assumptions or semiclassical approximations apart from truncation errors.
The only limitation of Eq. (5.53) is the error of order O(£?) due to the Taylor
expansion and approximate resummation to the unitary operator S(g)St(—¢)
[Eq. (5.52)]. Equation (5.53) relates the energy spectrum at small € to the
largest delay-time eigenvalues. In particular, the size of the excitation gap
E is determined by the maximal delay time value Ty,.y, such that

h ~
T =R, (5.54)

By~ 2Tmax
The disorder-averaged maximum delay time, (7Tiax)e, is, indeed, monotoni-
cally increasing with increasing disorder strength V4 [Fig. 5.27(d)]. In turn,
Eq. (5.54) suggests that the disorder-averaged gap (E;)¢ will be reduced.
To probe for the correlation between maximum delay time (7,.x) and
the gap size (E;) hinted at by Eq. (5.54), we have performed a statistical
analysis of the distribution of (E7, Timax) pairs for 500 disorder realizations
(Fig. 5.28), converted to (Ej, E,) pairs using Eq. (5.54). For perfect correla-
tion we should expect the histogram to feature non-zero bins only along the
diagonal (E; = E;). Deviations from a perfect correlation, resulting in part
from the Taylor expansion Eq. (5.52), provide a measure for the accuracy of
the estimate El as compared to the exact gap size Ey. For small disorder
strength (Vo/Er = 0.007) the correlation between E; and E) is, indeed, near-
perfect and non-zero bins occur only in a very limited range of values Fi,
E, [see Fig. 5.28(a)]. With increasing disorder strength [Vo/Er = 0.03, see
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Figure 5.28:  Smoothed distribution of (El,El) pairs for three different
strengths of the disorder potential, (a) Vo/Er = 0.007, (b) 0.03, (¢) 0.24
(500 realizations of disorder were used). Black crosses in the contour plot
mark the mean value of the distribution. Perfect (Ej, El) correlation would
correspond to mnon-vanishing density only along the diagonal (drawn in the
contour plot as guide to the eye). (d) Product of the mean gap size (Ey)¢ and
the mean of the mazimum Wigner-Smith delay time (Tmax)e as a function of
disorder strength. The constant value hr /2 [predicted by Eq. (5.54)] is shown
for comparison.
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Fig. 5.28(b)] the maximum in the distribution shifts to smaller values of E;
and E; while remaining correlated near the diagonal. Both observations un-
derscore that increased disorder decreases the gap which is, indeed, correlated
with the maximum WS time-delay eigenvalue. For much stronger disorder
(Vo/Er = 0.24, see Fig. 5.28(c)], the (E1, Ey) correlation is diminished as
off-diagonal bins become more significantly populated. While, on average,
the connection between the disorder-induced reduction of the gap and the
increase of the maximal delay time (7y,ax)e still holds, see Fig. 5.28(d), for
indiwidual strong disorder realizations this picture breaks down and small
(large) gap sizes may well occur for systems with small (large) values of 7.

The present simulations allow to directly inspect the effect of disorder
scattering on the wave function densities in the particle and hole sectors.
The latter provide a microscopic picture of the decay of correlations between
gap and maximum delay time. In the ballistic limit Vj = 0, the electron
and hole wave function tend to closely mirror each other [Fig. 5.29(a)] in
agreement with retracing electron and hole orbits between two Andreev re-
flections. With increasing disorder the similarity between wave components
in the electron and hole sheet gradually disappears [see Fig. 5.29(b)]. This
observation supports the picture that for strong disorder the wave function of

max

electron
]a

max

Y ik ‘,‘ 5
g

Figure 5.29:  Electron and hole probability densities of the lowest Andreev
eigenstate at (a) zero disorder potential, (b) finite disorder strength Vo/Ep =
0.15 (one disorder realization).
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Figure 5.30:  Distribution of Wigner-Smith delay times, P(t,) (colored lines)
for an ensemble average over 500 disorder realizations & and different disorder
strength (Vo/Er = 0.007, 0.03, 0.1, 0.24). For each & and Vy, the delay times
are evaluated at 135 different energies in an interval Fr £+ 0.1A. Increasing
the disorder strength Vo amplifies the long time tail of P(7,) (main plot,
logarithmic scale), but concurrently produces much shorter delay times (see
top right inset). The disorder-free delay times are indicated by vertical bars,
with the lowest values starting at T ~ 2L/vp (the time of flight across the
cavity length L = 3W and back) and the largest value at T ~ 13L/vp.

the lowest AB eigenstate is largely determined by disorder scattering in the
interior rather than by Andreev reflections at the SN interface. Accordingly,
the dwell time between two Andreev reflections looses significance.

It is now instructive to inquire into the origin of the discrepancy to those
models suggesting that the presence of disorder induces an increase rather
than a decrease of the gap in comparison to its clean, ballistic limit [80,
143]. The key here is the disparate behavior of the maximum, (Tyax)e =
(max,—1 y Tn)e, and of the average dwell time, (74)¢ = (Ziv Tn/N)e, the latter
of which enters the estimates for the behavior of the gap given in [80, 143].
For the system under study here, disorder scattering is obviously able to
"delay” for long-lived scattering states the interval between two successive
Andreev reflections. The presence of disorder not only increases (Tmax)e, but
also reduces the minimal delay time (Tyin)e (see Fig. 5.30). As a consequence,
the distribution of delay times P(7,) becomes ”stretched”, while leaving the
mean value (7;)¢ almost unchanged. The fact that the average dwell time
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(Ta)e stays almost unaffected by the increasing disorder [see Fig. 5.27(d)] is
in agreement with a general relation [151] between the averaged trace of the
matrix Q [see Eq. (5.50)], (tr Q)¢, and the mean spacing ¢’ of resonant levels
in a (normal-conducting) scattering system, (tr(Q))e = 27/¢" or, equivalently,
(T4)e = m/NJ (note that 6’ = 2 x ¢, with ¢ being the mean level spacing in
the corresponding AB). Consequently, the mean dwell time should be entirely
independent of the disorder configuration. This is, indeed, very accurately
confirmed by our numerical results for (7,)¢ [see Fig. 5.27(d)]. In turn, (74)¢
is not suitable for characterizing correlations between gap size and disorder
strength, because of its independence of Vj. Therefore, relating the gap size to
the mean dwell time (7,)¢ also fails to account for the gap reduction observed
here. Note that we have used the definition of the gap as the position of the
lowest energy state in the AB above the Fermi energy (as in [82]). This
definition should not be confused with the gap size in the average density
of states for a large number of energy levels (as in [148, 135]). Also, our
definition of the mean dwell time as the mean of the Wigner-smith delay
times, (74)e = (% SN 7u)e, should not be confused with other definitions
used in the literature. Clearly, the present results do not preclude an increase
of the excitation gap with increasing disorder for particular boundary shapes,
e.g. for a gapless excitation spectrum in the absence of disorder. The present
analysis suggests, however, that also in such systems the behavior of the
longest WS time delay eigenvalue will control the behavior of the gap.

The results in Fig. 5.30 demonstrate that for a disordered cavity the
strength of the disorder (V4) does have a crucial influence on the distribution
of delay times P(7,) (in particular for long times). For chaotic cavities it
was found both classically [154] and quantum mechanically [109, 155, 36]
that the long time tail of delay times does not depend on certain system-
specific parameters as, e.g., the Lyapunov exponent. We therefore expect
that the statistical distribution of the gap size undergoes a crossover between
the present case of a disordered AB and the case of a chaotic AB. It would be
interesting to study such a crossover numerically, e.g., by tuning the disorder
correlation length [y from the diffractive limit of I, < Ar to the ballistic
(chaotic) limit of Iy > Ap.

With the help of Fig. 5.30, we can furthermore explain the loss of corre-
lations among pairs (Fy, Fy) for strong disorder [Fig. 5.28(c)]: The amplifi-
cation of the maximal proper delay times (7Ti.x)e by the increasing disorder
translates into an increase of the high frequency components in the elements
of the scattering matrix S(g). As, however, the estimate of the gap size, Fj,
relies in part on a Taylor expansion of S(e) [see Eq. (5.52)] which can only
capture weakly energy dependent (i.e., low-frequency) components, the accu-
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Figure 5.31: (E; + El,El — El)-pairs for three different strengths of the
disorder potential as given in the figure. A blue line indicates the mean value

<E1 — El> . For perfect correlation in (FE, El), all points would lie on the
_ 13
El — El =0 line.

racy of E; deteriorates with increasing disorder strength, thereby gradually
diminishing the correlations among pairs (E7, E7). The behavior of the mean
values (Fj)¢ and <El>5 can be understood by considering the distribution of
values dp = (E1—Ey)/2 (corresponding to a projection of the distributions
of Fig. 5.28(a~c) on an axis perpendicular to the diagonal F;, = Ey). As
we have verified numerically (see Fig. 5.31), the width of this distribution,
var(dg) = /(d%)e, increases with increasing Vj, while its mean value stays
almost unaffected by the disorder strength at dg < 6. We speculate that
the errors due to the Taylor expansion and the resummation of ST()S(—¢)
[see Eq. (5.52)] are randomly distributed and thus cancel out on average
over many disorder realizations. This would explain why the averaged val-
ues (F1)e and (F1)e = (1,1 )¢ remain correlated [see Fig. 5.28(d)] while the
correlation between individual pairs (Ey, E;) breaks down.

In summary, we have numerically calculated the energy spectrum of
electron-hole states in a rectangular Andreev billiard with a tunable disor-
der potential. In apparent contrast to qualitative models based on the mean
cavity dwell time (74)¢, we find a decrease rather than an increase of the
gap size when increasing the disorder amplitude. We show that this decrease
is controlled by the disorder dependence of the largest Wigner-Smith delay

135



time Tmax between subsequent Andreev reflections at the SN-interface. The
average dwell time (74)¢, on the other hand, only depends on the mean level
spacing, and is thus neither correlated to the evolution of the gap size nor
to the disorder scattering strength. Stronger disorder, however, drastically
increases the value of 7., for long-lived scattering states. For sufficiently
strong disorder the correlation between the gap size and T,.. eventually
breaks down for individual disorder realizations, as the eigenenergies of the
system are then more strongly influenced by the specific disorder potential
rather than by the Andreev reflection process.
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Figure 5.32: Transport through a normal-conducting diffusive metal in con-
tact with both ends of a horseshoe-shaped superconducor is investigated.
(a) Ezperimental realization of two superconducting contacts with different
phases: A region of finite magnetic field is enclosed by a superconducting
loop (the magnetic field is non-zero only in a non-conducting region). (b)
Scattering geometry containing two superconducting regions, and a diffusive
metal (point scatterers represented by black dots) in between.

5.6 Transport through SN hybrid structures

We have thus far ignored the complex phase of the pairing potential A. This
is justified as long as a structure contains only one superconducting region
as only a relative phase is physically relevant. The interplay between two su-
perconductors (or two spatially separated parts of a single superconductor)
of different phase ¢ leads, on the other hand, to many interesting interference
phenomena [85]. In particular, there is a robust enhancement (or suppres-
sion) of current in open Andreev structures, depending on the relative phase
of the superconductors, that can be understood based on the periodic orbits
of closed Andreev billiards. This effect is interesting from an experimental
point of view, as it allows to tune the transmission through a diffusive metal
on a small energy scale by bringing it in contact with two superconductors
and changing the relative phase of the superconductors by, e.g., a magnetic
field. As has been shown by Vavilov et al. [156], a variation of the conduc-
tance on an energy scale small compared to kgT' leads to a mismatch between
the electrical and thermal current. In contrast, the Wiedemann-Franz law
predicts a proportionality relation between electrical and thermal currents
for diffusive metals at low temperatures. We present a system for which this
apparent contradiction could be directly investigated experimentally.
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Figure 5.33: Disorder averaged conductance Gy (over 100 realizations of dis-
order scatterers) of a two-superconductor hybrid structure [see Fig. 5.32(b)]
as a function of energy € (counted from the Fermi level) (a) for three values
of the relative phase A¢ between the superconductors and (b) as a 3D plot.
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5.6.1 Scattering geometry

We want to study the influence of a phase difference between two super-
conducting point contacts on transport. An experimental realization of this
could be a horseshoe-shaped superconductor connected to a normal metal
at two points [see Fig. 5.32(a)]. Applying a magnetic field through the hole
formed between normal- and superconductor creates a phase difference A¢
between the two end points of the superconductor [see B in Fig. 5.32(a)].
A¢ is directly proportional to the magnetic flux ® through the hole,

2e )
A¢p =2 h o = 27rq)0. (5.55)
As a consequence, A¢ may easily be tuned in an experimental setup.

To model the above system, we consider an ideal metallic waveguide in
contact with two superconducting regions with phase difference A¢. To
simulate disorder, we include randomly distributed point impurities [see
Fig. 5.32(b)]. We average over different realizations £ of the position of the
point scatterers to avoid non-generic effects related to a specific distribution
of scatterers. The scatterer density was chosen such that the transmission in
the non-superconducting case is N/2, where N = 14 is the number of open
modes in the waveguide.

R

electron

W o —
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Figure 5.34: (a) Electron and (b) hole sheet of the scattering state of the
geometry shown in Fig. 5.32, at energy € = 0. The hole part of the corre-
sponding periodic Andreev orbit is shown in the inset.

We find that the averaged conductance (Gy), of the scattering device fea-
tures, indeed, a strong dependence on the phase difference A¢: The average
conductance Gy ~ N/2 = 7 is suppressed for A¢ = 0 and enhanced near
A¢ = 7 (see Fig. 5.33). This effect is robust against changes in the density
of point scatterers, the width of the waveguide and the distance L between
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the two superconducting contacts. To understand this behavior, we consider
the periodic orbits formed by Andreev reflection in the system [see e.g. the
inset in Fig. 5.34(b)]. For a semiclassical model, consider a periodic Andreev
orbit of length s connecting the two superconductors:

% = A¢ + 2mn — 2 arccos (%) (5.56)
If the excitation energy ¢ is close to zero, the phase term due to the two
Andreev reflections is approximately w. If A¢ = m, the above relation is ful-
filled for n = 0 and € — 0. There exists thus an Andreev bound orbit, where
an electron goes from the right superconductor to the left one, and a hole
travels back (see Fig. 5.34). This resonant level enhances the conductance
near A¢ = 0. Conversely, if A¢p = 0, the above relation has no solution near
e = 0. No resonance is available, and conduction is suppressed.

5.6.2 The Wiedemann-Franz law

Electrons (and holes) in mesoscopic conductors not only mediate an electrical
current I, but also a heat current I,. In good conductors, e.g. metals, the
bulk of the thermal current is carried by the conduction electrons. This
follows from the experimental observation that metals conduct heat much
better than insulators do. Consequently heat transfer by lattice vibrations
(i.e. phonons, present in both insulators and metals) is weaker than thermal
conduction from conduction electrons (present only in good conductors) [23].

The Wiedemann-Franz law states that the ratio, G,/G, of the thermal
to the electrical conductance (or, equivalently, the ratio /o of the thermal
to the electrical conductivity) of a great number of metals is directly propor-
tional to the temperature. The proportionality factor is given by the Lorenz

number , )
Gh s ]{?B
l=——=— | — . )
-5 () 557

This connection has been verified experimentally and is well fulfilled for those
systems where inelastic scattering is not dominant, i.e. when the same parti-
cles are responsible for electric current and heat current [23]. The reason for
this is simple: Each electron carries an electrical current ve and a thermal
current (¢ — p)v/T. As a consequence, electrical current can only change by
changing the average drift velocity v of the electrons, i.e. by scattering events.
In the case of (approximately conserved) energy of the electrons (i.e. if scat-
tering is elastic, or the energy transfer is small compared to kgT'), scattering
events reduce thermal current in precisely the same manner as electrical cur-
rent. Only if the energy of electrons is not conserved in a scattering event,
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the thermal current is changed by two effects: the change of v and of (e — ).
In this case, the correlation between thermal and electrical current breaks

down.
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Figure 5.35:  Dependence of the Lorenz number | on the phase difference
A¢ between the two superconducting contacts in the scattering geometry of

Fig. 5.32 at a temperature of 4K. The value | = w2/3 - k3 /e* obtained at
constant G(g) = Gy, is plotted for comparison.

In the case of constant G(e), relation (5.57) is exactly fulfilled (for a de-
tailed derivation, see App. A.3). For finite 7', mesoscopic fluctuations of G(¢)
on the scale of kg1 may, however, lead to violation of the Wiedemann-Franz
law. As an example, consider the scattering structure shown in Fig. 5.32(b).
If we insert the averaged conductance (G(¢)), for our scattering geometry [see
Fig. 5.33] in the relation for the Lorenz number (5.57), we obtain, indeed, a
dependence of [ on the phase difference A¢ between the two superconducting
contacts, in contrast to predictions based on the Wiedemann-Franz law (see
Fig. 5.35). This failure is not related to inelastic scattering, but is a direct
consequence of the phase dependence of (G) e le of a quantum interference
effect.
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Chapter 6
Outlook

The numerical methods presented in this thesis offer a versatile tool set to
investigate the dynamics of a wide range of phase-coherent nanostructures.
Possible future directions include different device materials (e.g. silicon-based
nanosensors) and device geometries (e.g. carbon nanotubes) and the inclusion
of spin-based effects to describe spintronics (by the introduction of two sheets
for the two spin-components). A further major point for future development
is the inclusion of electron-electron interaction processes into our formalism,
e.g. by a Keldysh-Green’s function approach [3].

Time dependent dynamics of quantum wave packets represent another
avenue for research. It is straightforward to use our modular discretization
technique in conjunction with well-established time-propagation schemes,
e.g. Lanczos time propagation [29]. We use this technique to study the time-
evolution of wave packets in acoustic resonators. In the following, we give
a brief outlook on one prototypical example, the time-evolution of Fano-
resonances in acoustic resonators.

6.1 Fano resonances in Acoustic cavities

Asymmetric Beutler-Fano line shapes [157, 158] are an ubiquitous feature
of resonance scattering when (at least) one resonant and one non-resonant
pathway connect the entrance with the exit channel. Fano resonances can be
observed in a variety of physical processes, ranging from photo-absorption in
quantum well structures [11], transport through quantum dot structures [159],
neutron scattering [160], atomic physics [161], to the microwave propagation
through metallic cavities [162]. Details of the Fano lineshape reveal e.g., the
amount of decoherence in a system. In the case of overlapping Fano reso-
nances, this approach fails, however, as contributions of individual resonances
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can no longer be easily distinguished. As a solution to this problem, the time-
dependent evolution of Fano resonances has recently been proposed in the
context of atomic physics [163]. The contribution of overlapping resonances
become well-separated in the time dependent picture (due to the different
lifetimes of the resonances in the resonator). However, the time-resolution
needed to analyze the time dependent dynamics of atomic systems is of the
order of a few femtoseconds, and thus requires e.g. femto-second laser tech-
nology [161]. We therefore propose to investigate the time-evolution of Fano
resonances in classical resonators, that are much easier to handle.

The analogy between classical wave mechanics and quantum theory may
be exploited to study “quantum interference effects” in macroscopic, classical
wave systems. The advantage of these macroscopic wave-systems lies in their
comparatively simple and robust experimental realization. Consider, for ex-
ample, the Helmholtz equation from classical electrodynamics which is math-
ematically equivalent to the time-independent Schrodinger equation. Exper-
iments performed on microwave cavities, with a typical length scale of half a
meter, can be used to improve our understanding of the physics of nanoscale
objects, that are much more difficult to realize experimentally [164]. To in-
vestigate time-dependent phenomena, these systems are not ideally suited,
because of the short time-scales involved in the propagation of an electro-
magnetic pulse.

In contrast, acoustic cavities are perfectly suited for the experimental
investigation of time-dependent resonance phenomena. The acoustic wave-
length can be tuned from a few mm to several meters, easily allowing exper-
imentalists to access different ratios of device geometry versus wavelength.
This also allows for scattering structures to be manufactured as a table-top
experiment, that can easily be handled without the need for expensive equip-
ment. Indeed, the experiments described in this section were carried out on
a cylindrical aluminum resonator using conventional microphones and loud-
speakers. Acoustic wave packets travel at the speed of sound, vg &~ 330m/s.
The traversal time of a wave packet through a resonator of 35 cm length is
thus about 10ms, a time span easily accessible by moderately-prized labo-
ratory equipment. As a remarkable consequence, the time-dependent evolu-
tion of Fano resonances, only accessible by e.g. femto-second laser technol-
ogy [161], may be easily measured experimentally.

The acoustic resonator modeled in this thesis was built by Matzdorf et
al. at the Universitat Kassel [see Fig. 6.1 (a)]. To minimize friction at the
cavity walls, a three-dimensional cylindrically shaped resonator was chosen
(as opposed to a two-dimensional, rectangular shape which would lead to
friction losses at the top and bottom wall). Two pipes of variable length
L;, i = {1,2} are connected to the resonator [see Fig.6.1(b)]. The dynamics
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(b) L Lo

Figure 6.1: (a) Acoustic resonator built at the university of Kassel for the
measurements we compare our results to. (b) Schematic drawing of the
resonator geometry. The dimensions of the resonator are d = 20.7mm,
L = 349,6mm and D = 184.2mm. The geometry is rotationary symmetric
about the central azis (dashed line) to obtain a cylinder. Two pipes connected
to the main resonator house a loudspeaker (at distance Ly from the cavity)
and microphone (at distance Lsy). These distances L; i = {1,2} can be tuned
in a range from 10 to 60mm by shifting the microphone/loudspeaker inside
the tube. Damping batting was used to minimize backward reflection at the
microphone.

of the acoustic signal is governed by the acoustic wave equation

- 1 A t 6.1
wp_v_g p(X, ) ()
The numerical description of this resonator geometry is based entirely on the
tool set developed in the first part of this thesis. The only difference to the
description of graphene based nanostructures is the introduction of different
matrices Hy and H;. The tight binding parameters used for this structure
are discussed in detail in Appendix A.4.
The resonator geometry we consider allows us to tune the position of
resonances for the first and second transverse modes by changing the lengths
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Figure 6.2: Scattering states of the acoustic resonator featuring eigenstates
of the (a) first and (b) second transverse modes.

Ly, Ly [see Fig. 6.1(b)]: the resonance position of the second transverse cavity
mode [see Fig. 6.1(b)] is determined by the distance between loudspeaker and
microphone, i.e. by Ly + Ls. In contrast, sharp Fano-lineshapes emerge from
resonances of the first mode formed in the resonator [see Fig. 6.1(a)] making
the resonance frequencies of the first cavity mode (to first order) independent
of L;.

We can exploit the different geometry dependence of the two resonances
to investigate resonance crossing behavior: By changing L, at fixed Lo, the
position of the two types of resonances (i.e. resonances of the first and second
transverse cavity mode) are shifted relative to each other [see Fig. 6.3(a)].
The MRGM predicts the resonance shifts observed in the experiment with
high accuracy [compare Fig. 6.3(a,b)]. This allows us to investigate, in detail,
the complicated interplay between the two different resonances. In particular,
we are interested in parameter settings where the resonance positions overlap.
In this case, avoided crossings emerge between the two resonances [see solid
triangle in Fig. 6.3(b)].

The regime of overlapping resonances can be further investigated by con-
sidering the time-evolution of acoustic pulses. A Gaussian pulse of the form

T—xQ

p(r,z) = poe_(T)2 cos(vyz) (6.2)

was emitted by the speaker. The pulse width o was chosen at 2ms =~
65¢m. The microphone signal was then recorded as a function of time [see
Fig. 6.1(a)]. Theoretically, we use a time-evolution of the initial wave packet
(6.2) based on Lanczos diagonalization [29] to calculate the time-dependent
amplitude at the microphone [see Fig. 6.1(b)]. We find pronounced beating
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Figure 6.3: Theoretical (a) and experimental (b) evolution of the resonance
spectrum of the acoustic resonator for fived length Ly = 1.5mm and varying
distance Lo between resonator and microphone. Dashed lines mark the po-
sition of resonances of the closed cylindrical cavity at 5945Hz and 6420 Hz.
Solid triangles mark the region of avoided crossings.
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Figure 6.4: Experimental (a) and theoretical (b) time evolution of an 2ms

pulse at 5930 Hz, L; = 0, L, = 37mm. Two beating periods 75, 7 which
emerge due to resonance interactions are marked (see text).
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patterns in the time-dependent signal featuring two different beating fre-
quencies (see Fig. 6.1). The longer beating period 75 ~ 15ms is given by the
frequency difference between the two adjacent resonances vy = 7, * ~ 66Hz,
while the shorter period 71 &~ 3.5ms is connected to the frequency interval to
the next higher resonance dv; ~ 285Hz. Both of these estimates based solely
on the time-dependent pulse measurements fit perfectly to the measured res-
onance spectra. In such a way, we can compare the merits and limitations of
time-dependent and time-independent measurements for different resonance
configurations as determined by the choice of geometry. We can investi-
gate in detail the complex dynamics of overlapping Fano resonances, and the
evolution of the Fano g-parameter during a resonance crossing. Inserting ab-
sorbing materials into the resonator additionally allows for the simulation of
dissipative effects. The acoustic resonator geometry thus represents a perfect
“playing ground” for the study of time-dependent interference phenomena.
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Chapter 7

Summary

We investigated quantum effects in a variety of different phase-coherent sys-
tems. The physics of quantum interference plays a crucial role in a wide range
of modern nanotechnology, including high-mobility nanolectronics, quantum
computation or high-precision interference-based metrology. However, the
simulation of realistic quantum mechanical systems requires highly optimized
numerical methods. For this purpose we developed a “toolbox” of numer-
ical techniques to efficiently describe the density of states and individual
eigenstates for closed systems, as well as transmission properties and indi-
vidual scattering states for open (scattering) systems. The key approach
we employed in our numerical investigations is the tight-binding method,
which provides a matrix-based formulation of the Schrodinger, Bogolioubov-
de Gennes and Dirac equations respectively. To determine the spectra of
closed quantum dot structures, we applied the Lanczos diagonalization algo-
rithm to calculate eigenenergies close to the Fermi energy. For open devices
we presented a powerful Green’s function technique (based on a recursive
coupling scheme) which allows for the efficient calculation of transmission
probabilities as well as scattering states.

Our discretization-based approach turns out to be ideally suited for the
investigation of graphene-based nanostructures. In these devices, effects due
to the discreteness of the hexagonal graphene lattice play a key role, which
is neglected in over-simplified models based on the Dirac equation. In par-
ticular, our simulations include the effects of edge roughness and impurity
scattering in realistic graphene devices. Our calculations revealed unique
features which differ from both Schrodinger or Dirac billiards of confined
massive or massless free particles. The graphene bandstructure near the
K point leaves clear imprints, including interference structures in the wave
functions, enhanced confinement effects, and a delayed transition from Pois-
son to Wigner-Dyson nearest-neighbor distributions in the regular-to-chaotic
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crossover. Furthermore, we found that the size and roughness of a graphene-
based quantum dot can be inferred from its spectral properties. This result
allows a characterization of the edge roughness and disorder concentration in
experimental quantum dots based on the distribution of Coulomb blockade
peaks. We investigated the eigenenergies of graphene-based quantum dots in
a perpendicular magnetic field and give a simple counting argument to esti-
mate the distribution of eigenstates in between Landau levels. Conversely,
counting the number of Coulomb-blockade peaks in-between Landau levels
allows an estimate of the amount of disorder in experiment.

We then applied our results on transport through graphene-based nanorib-
bons and assess the role of edge roughness and disorder scattering. We find
that short-range impurities break pseudo-spin conservation, and thus lead to
pronounced backscattering. For long ribbons, we find edge-disorder induced
Anderson localization, including a stable exponential decay of the wave func-
tion over eight orders of magnitude. To elucidate in detail the role of scat-
tering between (i) the two Dirac cones (K-K' scattering) and (ii) the two
lattice sites (AB scattering) in realistic graphene nanostructures, we calcu-
late the Fourier transform of the scattering wavefunction. To disentangle the
contributions of AB and K-K' scattering, we consider two different types of
lattice vacancies: we find that the visibility of size quantization plateaus in
graphene is directly related to pseudo-spin conservation, and can thus moti-
vate why quantization effects have not yet been observed in experiment. To
ensure that our results are not related to a particular choice of lattice defects,
we treat additional models of lattice defects in graphene, which result in the
same properties as our simple lattice vacancies. For the transmission through
a graphene-based point contact, we compare our results successfully to re-
cent experimental data. We finally consider the potential impact of residual
traces of a second graphene layer on the transport properties of monolayer
graphene.

To investigate the correlation between quantum-mechanical description
and semiclassical approximations (“quantum-classical correspondence”), we
considered a special type of superconductor-normal conductor hybrid struc-
tures, so-called Andreev billiards. In these systems, a strong correlation
between classical phase space structure and quantum mechanical density of
states exists. We found that not only the general distribution of eigenvalues,
but the superscar patterns of individual eigenstates can be understood by
a simple Bohr-Sommerfeld quantization of periodic orbits. We systemati-
cally checked the predictions of this semiclassical approximation for different
geometries and found systematic deviations. A thorough analysis of the
Andreev reflection properties then allowed us to improve on the BS approx-
imation for systems strongly coupled to the superconductor. In the limit
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of weak coupling, we identified three distinct effects leading to the break-
down of the semiclassical description and provided quantitative criteria for
the applicability of the semiclassical Bohr-Sommerfeld approximation. Our
results are valid for a wide range of different geometries. We proceeded to
the case of disordered Andreev billiards, where random diffractive scattering
makes a semiclassical prediction impossible. In particular, we investigated
the distribution of the lowest-lying eigenstates in these systems. In contrast
to predictions based on random matrix theory, we found a decrease, rather
than an increase, in the lowest eigenstate. We showed that this unexpected
behavior can be understood by considering the distribution of the Wigner-
Smith delay time values. In particular, their maximum value, instead of
mean value, is the physically relevant quantity to describe the evolution of
the excitation gap in Andreev billiards. By considering the Wigner-Smith
delay time values, an understanding of the underlying dynamics of disordered
Andreev billiards can thus be gained even for such systems for which a semi-
classical description fails. We finally considered transport through open SN
hybrid systems, and showed how quantum interference effects can be used
to tune the device transmission on small energy scales. The resulting strong
energy dependence of the transmission may lead to different behavior of the
electrical and thermal conductance, deviating from the Wiedemann-Franz
law.

For both graphene-based nanodevices as well as for SN hybrid structures,
we found interference-based effects that lead to physical properties beyond
those offered by simplified descriptions based on either the Dirac equation
or the Bohr-Sommerfeld approximation. Both systems feature two “sheets”:
The two sublattices of graphene and the electron and hole sheet of Andreev
billiards. For both systems, widely used models predict that the dynamics
in both sheets closely resemble each other. In contrast, we found that wave
function patterns of the two sheets feature unexpected differences that are
not contained in the simplified descriptions. In this spirit, I want to conclude
this thesis with a quote:

“Alles sollte so einfach wie moglich gemacht sein, aber nicht einfacher.”
“Everything should be made as simple as possible, but not more simple.”

Albert Einstein
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Appendix A

Supplementary calculations

A.1 The Arnoldi factorization

In this section, we briefly outline the Arnoldi-Lanczos factorization used in
the calculation of eigenstates in this work. For a more thorough treatment,
refer to [29, 30]. The idea behind the Arnoldi factorization is to find a
suitably reduced projection a € R™", n <« N, of A € RV*V that can be
diagonalized using standard numerical techniques. By proper choice of the
projection method, the eigenvalues of a converge against selected eigenvalues
of A. A possible choice is projection onto the Krylov-subspace

Ku(l90)) == {la0) , A lqo) ’Az %0) 5 A" |qo) } (A1)

formed by iteratively applying a random vector |go) on A. However, a naive
calculation of K, is numerically unstable. A better choice is the set

k—1

Q=A{lw),lq). - la)}, law) =« [1 = " lai) {ail

1=1

Algre-1) . (A2)

The term in square brackets ensures that all |¢;) are orthogonal to each other
while the constant « is determined by normalization, i.e. (¢;|g;) = ;5. The
|g;) thus form an orthonormal basis set of K,,. The orthogonal projection of
A onto K,

Ajj = (@] A |Qj> (A.3)

is diagonalized using standard techniques. One can show that the eigenvalues
of a;; converge to extreme eigenvalues of A (the largest and smallest ones) [29,
30]. The IRAL algorithm performs the above diagonalization of a, and then
chooses a linear combination of those eigenvectors with the smallest absolute
value as new |qo). This is done iteratively until convergence is reached.
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A.2 Third-nearest-neighbor tight-binding de-
scription of Graphene

We now derive the tight-binding eigenvalue equation for the bandstructure
of graphene with third-nearest-neighbor coupling. Each A atom of graphene
has three neighbors of type B, six second-nearest neighbors of type A and
three third-nearest neighbors of type B [see Fig. 4.2(a)]. Accordingly, the
eigenvalue matrix equation (4.1) changes to

(i Ly a0ty () = (),

where f; and f3 in a similar way as f; [see Eq. (4.2) and Fig. 4.2(a)],
fo = eklrior) | ik(riors) | ik(raory)
| pik(ra—rs) 4 ik(rs—r1) | ik(rs—r2)
= 2[cosk(ry —1q) + cosk(ry — 13) + cos k(rz — )] (A.5a)
fy = e i2bT 4 miZkes y mihrs (A.5b)

Note that fo(k) € R, which is necessary for the matrix (A.4) to be Hermitian,
and thus for the eigenvalues E to be real for all k.

To describe the eigenenergies and transport properties of finite-sized gra-
phene structures, we use the Hamiltonian matrix H,

0O v m € 7 72 713 0
0 v 7% 7 €@ M 72 0

Hy = , A6

0 0 7% m €0 M1 72 73 0 ( )

0O v 72 7M1 €60 Mm 7 O

and Hj,
0 v 72 0
H = 0O 72 7 72 73 7% 0 . (A7)
0 72 13 72 11 72 0 '

0 7 7 0

Note that due to the asymmetry in choosing the slice Hy [we could have, like-
wise, chosen the mirror image of the slice in Fig. 3.2(a)] H; is non-Hermitian.
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A.3 Thermal currents

In the following, we will give a brief outline of diffusive thermal and electrical
currents in metals in the presence of both a bias voltage and a temperature
gradient. Our aim is to find linearized expressions for the heat conductance
and electrical conductance in terms of the zero-temperature conductance Gy,
that we can calculate using the M RGM. For a detailed introduction into
the subject, see e.g. [165].

Consider two reservoirs connected by a perfect waveguide at finite tem-
perature T'. The presence of an electric voltage difference V' between the
reservoirs will generate an electrical current

I. =GV, (A.8a)
where GG denotes the electrical conductance. For finite 7', G’ can be expressed
as

df
G(T) = GO(E)d_gdg’ (A.8b)

where Gy(¢) is the electrical conductance at zero temperature and f(¢) is the
Fermi function that describes the distribution of electrons at finite tempera-

ture T
1 1

fle—p)= 11 B B = k:B—T' (A.8c)

The convolution with the derivative of f that appears in (A.8b) corresponds
to an average over G(g) around an energy interval kg7 [see Fig. 5.35].

The presence of a temperature gradient 67 between the two reservoirs
will generate a heat current

I, = GuoT, (A.8d)

where G}, denotes the thermal conductance [165]. More generally, if we com-
bine both a finite V' and 07 , we obtain off-diagonal contributions [156]

I. = GV + B4T, (A.9a)
I, =TV + 26T, (A.9b)

The coefficients B, I' and = may be determined using statistical mechan-
ics [165]. The coefficient = can be expressed in terms of a convolution over

Gy as [156]
E:/amm%yuﬁ¥¢. (A.10)
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In general, = # G}, because the existence of a thermal gradient will itself

introduce a voltage drop V' [165]. The heat conductance G}, is defined for

vanishing electrical current, i.e. I, = 0. Using (A.9), we can express G}, as
Gy, 'V 4+ =20T) =E- —. (A.11)

Ie=0

:5_T(

The off-diagonal coefficients B and I' in (A.9) relate the heat current
created by a voltage drop and the electrical current created by a temper-
ature difference. They are related by Onsager’s principle: B = —I" [166].
The corresponding processes can be understood by considering reservoirs at
different potentials, but constant temperature 7', i.e. T = 0. A current of
both electrons as well as holes (in opposite directions) will flow to offset the
voltage difference. The contribution to the heat current of an electron [hole]
at energy pu+e¢ [p—e] is thus (e — u)G(e) [(—e + u)G(—¢)]. Consequently, if
the zero temperature conductance G(e) is equal for electrons and holes, no
net heat current flows. If there are, however, fluctuations of G/(¢) on a scale
below kg1, then a net heat current of

VI = —V/G(e)(e - ,u)%f(e — p)de, (A.12)

is generated. As the term ¢ — p is odd in Eq. (A.12) the integral vanishes for
constant G(¢), as expected.

A.4 The acoustic wave equation

To derive the acoustic wave equation, we consider a gas-filled cavity. The
local displacement of the gas from its equilibrium position is noted by the
vector field £(x,t). The scalar local pressure p(x,t) the creates a force on the
displaced gas that tries to bring it back to equilibrium,

¢

Poam = —Vp(X, t)v (A13>

ot
according to Newton’s law. According to the law of mass conservation, fluc-
tuations in the equilibrium density py can be related to gas flow,

V- E(x,t) = %p(x, P, (A.14)

where the local density p(x,t) can be expressed by the ideal gas equation as

Vm mo

pv B T P Nk T keTV

(A.15)
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By applying the nabla operator to Eq. (A.13), one thus arrives at

2 2
O O = Ty Upx,t) = S Ap(x, 1), (A.16)

PV G T el T T hT 7

with vy = kgT'/my is the speed of sound, vy ~ 330m/s. The above equation
is a three-dimensional wave equation for the scalar local pressure p(x,t).
Because we want to model a cylindrical resonator, we introduce cylindrical
coordinates (p, ¢, z) in (A.16), yielding

1 1 2
Ap == 0,(rdp) + 0p + Op = j—gp. (A.17)
Due to the rotational symmetry of the resonator, d,p = 0, resulting in an
effectively two-dimensional, elliptic differential equation, which can well be
solved using the MRGM. Note that we have assumed constant temperature
T in the above derivation, which, unfortunately, is not valid for metallic
resonators. Additionally, the effect of friction at the walls of the resonator
have been neglected. Both effects lead to dissipation of energy by heating of
the resonator walls.
The boundary conditions for the above wave equation are, in contrast to
the Schrodinger equation, von Neumann conditions at the cavity walls, as
the velocity of the gas is always parallel to its walls,

n - {=0—mn, -Vp=0. (A.18)

To describe the continuous wave equation (6.1), we use a tight binding
grid in the continuum limit (see 2.1.3). For a cylindrical region of diameter
D = 2R and length L we discretize space in cylindrical coordinates according
to

1 1
—7NT+1R, Az = NZ—I—lL
(A.19)
We choose the matrix elements of Hy and H; in such a way that in the limit
of N; — oo the continuum equation is restored. In discretized form the wave
equation (A.17) for p(z;,7;) =: p;; reads

(ryz) = (riyzi) = ([ — %]Ar, iAz), Ar

1 | Pij+iTe 3 — 2P+ PijaTi-} L P = 2pij +pic1j w_2 - (A20)
r; (2Ar)2 (Az)? N v} Pig- A5

As single blocks, we choose all sites with the same z, Hy thus mediates the
interactions in r-direction. It can be implemented as a tri-diagonal matrix

155



with elements

1 1
(Ho)ij = =2 (A— - 2Ar2) ’

(A.21)
T. 1 ., 1
H) o =272 gy — I3
(Ho)j1 4r;Ar’ (Ho)jj1 4r; Ar’
while Hj, mediating the interaction in z-direction, is diagonal,
H; = L 1 (A.22)
I — AZ2 . .

To introduce the von Neumann boundary conditions (A.18) at ry = R, we
use the condition

Orpl,_p == PiN.+1 = DiN, (A.23)

to replace p; v, 11 in the equation for p;, . This changes the definition of the
outmost matrix element of Hy to

(Ho)w, N, — (Ho)n, ., + (Ho) N, ,N,+1- (A.24)
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Appendix B

A complete reference for the
MRGM

B.1 Green’s function of the infinite waveg-
uide
Starting from Eq. (3.11), we will now show that the Green’s function of the

infinite waveguide is given by Eq. (3.13). We expand the Green’s function in
Bloch states of the infinite waveguide (Eq. 3.10):

N
G = Zb« R (a5 gr =Y ) eI (] (B
7=1

with yet undetermined (a| and (b|. We then use the continuity condition

N
Jim g Z XG) {agl = lim g™ = |xs) byl (B.2)
=1

The most general solution of this equation is an ansatz of the form
(a5] = Ol VT (gl = Ol VT (B.3)

with some yet undetermined matrix V. Here, (x| is defined by (xi|x;) = d;;
(and likewise for (x;|), resulting in the completeness relation ) |x;) (x;| = 1.
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The matrix V' can be determined using Eq. (3.11):

—H;eiiijﬂXﬁ

(H = E)goeer = | Y (Ho— E+ Hie™) |x;) (x;] + HiD(-1) | V7!

=1

= H} [D(-Az) — D(-Ax)| V! =1,

V = H} [D(~Az) — D(~Axz)] . (B.4)

where we have used the shorthand-notation (3.12b).

B.2 Green’s function of a half-infinite waveg-
uide

The interface Green’s functions of the half-infinite waveguide were already
derived in section 3.2.2,

g“H; = D(Ax) (B.5a)
g"H! = D(Ax). (B.5b)
If a point £ lies within the waveguide, Dyson equation can be used to obtain

g1 = [1 = D(Az)D(Ax)] g1 (B.6a)
ok = [1 - D(A0)D(A)] g (B.6b)

Last but not least, a Green’s function of an infinite waveguide connecting to
points in the bulk can be determined using

Gne = g% + g Hig"Hrgit, (B.7)

resulting in
gffg = Gne — g HD(Ax) []l — D(Aw)ﬁ(Aw)} J1e (B.8a)

and likewise
ke = gue — 9 HID(Az) [1 — D(Az)D(Az)] gie. (B.8b)
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Figure B.1: Cutting a rectangular module off a half-infinite wavegquide ex-
tending to +o0o (a) [—oo (b)] by use of a matriz Dyson equation. The x
coordinates in reference to the rectangle are given. The Green’s functions
appearing in Eq. B.10 are marked.

B.3 Green’s function of a rectangular module

An expression for the Green’s function from an arbitrary point ¢ inside a
rectangle to its right side was derived in section 3.2.3

1

9t = Gen + GenHig"Hlgll, = Gen = gf) (B.9)
G¢1 may be expressed using a waveguide extending to —oo [see Fig. B.1].
Care must be taken in this case to avoid confusion with the indices labeling
the « coordinate in lead and rectangle, respectively: The coordinate ¢ € [1,n]
in the rectangle refers to position ( =n —&+1 of the left lead, counted from
the rightmost stripe of the lead (see Fig. B.1):

1
960 = Ga + GaHlg"Higl, = Ge =gt

. B.10
"1+ HiglH,gt, (B10)

B.4 Assembling the modules

To assemble the entire scattering structure, we start with the Green’s func-
tion of the left lead, GO, and iteratively attach the rectangular modules. In
step number k, we solve the Dyson equations for the four unknown Green’s
functions gffj.) by first calculating the intermediate Green’s functions (see
Fig. B.2)

1
g:fl(go))n(kfl) = gil(f();,llzkfl) k k k k—1 (Blla)
1- H} )Ggl)H}( )gr(L(kfl))n(kfl)
1
k k
gy(w)e)nwl) = Gy : (B.11b)

k k—1 k k
1- H}( )gT(L(k—l))n(k—l)H§ )Ggl)
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Figure B.2:  Dyson equation to attach module k (described by the Green’s
functions Ggf)) to the Green’s function G*=V already containing the left

lead and k — 1 rectangles. The resulting Green’s functions G*) are given
in Eq. (B.12).

The denominator introduces the change from G*~Y to G* in all orders due
to the interaction with the rectangle (k). The updated G*) can now be
written as (see Fig. B.2)

giﬁ)))l(m = gilfonl(m + gl<0)n<k o1 )G§1)HT(k)g,(L<k 1)>1<0) (B.12a)
giﬁ))m(k) = gilfo)m(k Wipels (B.12b)
G = Gainn HIYG Y, (B.12c¢)
gn<k)n<k> = Gn<k>n<k) + gnmn(k 1>HT(k)g,(1<k 1)>n<k 1)H(k)G§IZ)- (B.12d)

The above procedure is performed iteratively for all rectangular modules and
the left lead to obtain the total Green’s function G of the entire scattering
geometry.

B.5 Transmission coeflicients

The transmission (reflection) amplitude of mode n incident from the left lead
to be scattered into mode m on the right (left) lead is given by t,n (Fmn)-
Likewise, if mode n is incident from the right lead, the amplitudes ¢/ = and
r! . are used. We will consider here the general case where the left and right
lead are different: The Bloch eigenstates of the right (left) lead will be labeled
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IXE) (|xk)). The number of open modes in the left and right lead are Ny,
and Ny respectively. As shown in Sec. 3.2.6, the transmission and reflection
amplitudes can be expressed in terms of the total green’s function G as

R

tmn = 1;72 <X7}7%7,} gRLVL }X7€> 5 t e CNRXNL, (B13a)

T = _?{‘ (XE|GrVE —1|x5), r e g N, (B.13b)
L

b = Z@ (& GLrVE XY, t' e CNLx*Nr, (B.13c)
R

Tonn = _Zﬁ <Xf¢} GrrV" —1 }X}ﬁ%> , r’ e CNrXNr, (B.13d)

Here, the indices L and R denote (the first stripe of) the left and right lead
respectively. The scattering matrix S can now be asssembled as

/
S = ( : i/ ) . S e CWRTNL)X(Np+NL) (B.14)

The total transmission and reflection coefficients R and 7' (or R and 1" if
the electron is incident from the right) are now obtained by summing over
the amplitude

Nr N Np
T= ZZ|tmn|2a R = Z |Tmn|2> (B15a)
m=1n=1 m,n=1
N Ng Ng
=3 Ml B= Y Il (B.15b)
m=1 n=1 m,n=1

B.6 Wave-function pictures

We will now give a derivation for the vectors ‘ p(k)> and }q(k)> used in Eq. (3.36)
to efficiently calculate the scattering state of a complicated scattering struc-
ture. The &-dependence of the Green’s function of a rectangular module can
be determined by inserting Eq. (B.8) into Eq. (3.23),

1
1+ H}LgLHIgrlzln’
1

Gy = [951 — 9enHrg"H }951}
(B.16)

k
Gén) = [ggn - g@H}gLngfﬂ
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By using the projection operator P (see 3.33), we can reduce the £-independent
contribution to one-dimensional vectors,

1
)¢gk)> - 1 _|_HTgLH gL H;r(k)gn(kfl)l(o)Pa (Bl?)
1 I9nn
1
¢£zk)> = L+ H gRHTgR Hl(k)gl(k+1)71(o)P. (B.18)
I IInn

Together with (B.19), we obtain

[P ==V [160) — Hig“Higlk |07)] (B.19a)
[49) == V" [I6a) — Hig"High [617)] (B.19b)

For reasons of numerical efficiency, the above equations should be evaluated
from the right to the left, in order to replace matrix-matrix multiplication by
much quicker matrix-vector multiplications. Using (B.19), the wave function
inside rectangle (k) can be written as

WO = D= a) p®) + DD | (B20)
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