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Noble metal surfaces play a central role in heterogeneous catalysis. Lasers of the appropriate reson-
ance frequency efficiently generate surface plasmons. These, in turn, may generate hot electrons,
which can drive catalytic reactions at low temperatures. In this work, we demonstrate how
embedding methods allow for the use of accurate ab-initio correlated wavefunction methods to
describe excited-state potential energy surfaces of molecule-surface interactions. As model system,
we consider the hot-electron-induced dissociation of hydrogen on Au(111), which has recently
been demonstrated experimentally. We discuss merits and limitations of several different correlated
wavefunction schemes. Our results show that dissociation barriers may be substantially reduced
upon electron excitation and suggest a method to calculate the hot electron energies required for
catalytic reactions.

1. Introduction

The interaction of molecules with transition metal surfaces is central to much of het-
erogeneous catalysis [1]. Ongoing research aims for efficient low-temperature catal-
ysis at ambient conditions, to reduce unwanted side reactions and prolong catalyst
lifetime. Plasmon-induced catalysis promises to achieve these goals: in recent years,
research groups have demonstrated, e.g., plasmon-driven H, production from alco-
hol [2,3], liquid-phase water splitting [4—6], gas-phase oxidation reactions [7,8], and
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Fig. 1. H, dissociation on a gold surface by a plasmon-induced hot electron: (a) incoming photon v (red)
generates (b) a hot electron e (green), that jumps into the antibonding orbital of a physisorbed H, molecule
(blue), (c) leading to dissociation.

hydrocarbon conversion [9]. In particular, noble-metal nanoparticles comprise an ex-
cellent source of hot electrons [10—13]. The electrons couple strongly with light of
suitable frequencies, generating collective excitations of surface electrons, so-called
surface plasmons. These quickly decay, leading to reemission of photons, or the cre-
ation of single electron-hole pair excitations, depending on nanoparticle size. In the
latter case, the energy of the resulting hot electron directly relates to the initial plasmon
energy. Since surface plasmon energies can be varied over a wide range of frequencies
by choosing suitable noble metals and nanoparticle shapes and sizes, such nanoparticles
offer an excellent way to generate hot electrons of specific energy at high throughput
and low energy requirements. As shown for the oxidation of CO on Ru(0001), hot elec-
trons can chemically activate adsorbates [14], driving chemical processes. As a proof
of principle, plasmons from Au nanoparticles were recently used to efficiently generate
hot electrons, that subsequently enabled hydrogen dissociation (see Fig. 1) [15].

Tailoring of hot-electron energies by tuning the nanoparticle plasmon resonance is
readily possible. One could thus envision to efficiently and selectively enhance catalytic
reactions by aiming for the energies of antibonding orbitals in target molecules. Such
a proposal requires reliable theoretical methods to predict said energies, for molecules
chemisorbed or physisorbed on the surface. Unfortunately, despite the importance of
heterogeneous catalysis, the details of the elementary processes involved remain poorly
understood [16,17]. Density functional theory (DFT), the workhorse of first principles
electronic structure calculations, is well suited to describe extended metal surfaces, but
fails to correctly account for charge transfer [18]. Furthermore, the theoretical modeling
of plasmon-induced hot electrons requires treating excited states. Although the linear-
expansion delta self-consistent field extension of DFT (A SCF-DFT) [19] has been used
to approximate excited-state potential energy surfaces (PESS) in order to model hot-
electron interactions with adsorbates [20,21], a more accurate treatment is beyond the
scope of a ground state theory like DFT. In turn, highly accurate correlated wavefunc-
tion (CW) methods are restricted to comparatively small numbers of electrons due to
their unfavorable scaling with system size. In the present manuscript, we show how
quantum-mechanical embedding methods can be used to combine both theories. We ap-
ply our method to the hot-electron-induced dissociation of H, on gold (see Fig. 2). We
find a strong reduction in the effective barrier height at specific excitation energies, cor-
responding to a Feshbach resonance of H; . Technical details, different adsorption sites,
and possible applications to more complicated cases are also presented.
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Fig.2. (a) Schematic view of plasmon-driven H, dissociation energetics: incoming photon (hv) excites
a surface plasmon, which in turn decays into a hot electron (see Fig. 1). This electron may transfer into
an antibonding state of an approaching molecule (horizontal arrow), which ultimately leads to dissociation.
(b) Au (111) slab and approaching H, used in periodic DFT. (c) Approaching H, molecule and Auj, cluster
used in our embedded correlated wavefunction calculations.

This paper is organized as follows. In the next section, we review our theoretical
methods, i.e., the embedding framework and quantum chemistry techniques we use to
model hot-electron-induced surface catalysis, outlining computational challenges, par-
ticularly the treatment of excited states and basis set choice. We then discuss ground
and excited state PESs for H, dissociation on Au(111) obtained with different levels of
theory in Sect. 3. We conclude with a short summary and an outlook.

2. Theory

We aim to calculate the ab-initio PESs, and thus reaction barriers, for the ground
and several excited states of a gold (111) surface interacting with an approaching H,
molecule (Fig. 2a). We want to describe the hot electrons generated by plasmons on
the Au (111) nanoparticle surface close to the adsorption point, and the H, molecule,
using ab-initio CW methods. These techniques are too expensive to treat large nanopar-
ticles and do not support the periodic boundary conditions required for surface slab
calculations. To circumvent this problem, we use quantum mechanical embedding: we
carve a 12-atom gold nanocluster out of a gold (111) surface (see Fig. 2c). We then
determine on the DFT level a unique, local embedding potential Vg, that mediates
the interaction between the cluster and the remaining (infinitely extending) metal sur-
face [22]. CW methods incorporating Ven, can then be used to treat the dissociation of
H, on the embedded Au cluster. Note that we do not consider here the dynamics of the
dissociation process, in particular the non-adiabatic entanglement between the ground
and excited hydrogen states. Including such effects requires an Anderson—-Newns-type
Hamiltonian [23], which includes a nonadiabatic coupling between the hot electron and
the hydrogen coordinates [21]. We hope, however, that the PESs obtained using our
embedding method may serve as a basis for future modeling in this direction.
Concerning cluster size and geometry, we choose a twelve-atom cluster (see
Fig. 2c) to balance between numerical accuracy and speed: to avoid unpaired electrons
in the cluster that might produce artificial spin-polarization, we consider an even num-
ber of atoms. To correctly model charge rearrangement at the metal surface due to the
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image charge effect, we want to maximize the surface area covered by the cluster’s top
layer, which therefore includes eight atoms. In similar calculations for the dissociation
of dioxygen on Al(111) [35] we find that too-small clusters overestimate the cost of
charge transfer (due to the fixed, finite number of electrons in the cluster), and thus the
energy cost for dissociation. On the other hand, larger cluster sizes quickly become un-
feasible to treat with CW methods. Since the screening length of well conducting metals
like gold is of the order of 0.5 A [24], much smaller than the cluster size, we expect that
the errors due to the finite cluster size are small. The same twelve-atom cluster model
used here exhibited, for the aluminum case, converged results for the related charge-
transfer-induced dioxygen dissociation barrier with respect to cluster size (for details,
see also the supplement of [35]). To include self-consistent charge exchange between
cluster and the remaining metal surface requires, e.g., a potential-functional embedding
approach [25]. The latter is, however, computationally very demanding, since the em-
bedding potential has to be reevaluated in a self-consistency cycle for each hydrogen
position.

To determine the embedding potential, we calculate the DFT ground state dens-
ity per Of an Au(111) periodic slab using a 5 x 5 supercell in the surface plane and
four layers in the [111] direction, with 100 atoms in the supercell and 20 A of vac-
uum buffer between periodic images (see Fig. 2b), using the ABINIT code [26]. We use
Perdew-Burke—Ernzerhof (PBE) exchange-correlation (XC) [27], a Trouiller—Martins
generalized gradient approximation (GGA) [28] pseudopotential for Au, a plane-wave
(PW) cutoff of 700 eV, and a 3 x 3 x 1 Monkhorst—Pack grid for k-point sampling. For
all PW DFT calculations, we employ Fermi-Dirac smearing of 0.1 eV. We then parti-
tion this bare slab into a small two-layer Au,, cluster (see Fig. 2c) and the remainder
considered as the environment. Both subsystems are solved independently, with the
same setup, in the presence of V.., yielding ground state densities o, and pe,. Con-
sider the functional [29]

W[Vemb] = E[/Ocl] + E[;Oenv] + / Vemb [;Ocl + LPenv — /Oref] . (1)

The gradient SW/8Vemp = pa + Penv — Prets SINCE pi, | = {Cl, env} are the ground state
densities, and thus §E/3p; = 0 [29]. This gradient obviously vanishes at p + Penw = Oret
where V., is converged and W is maximal [29]. We can thus determine Ve, by, €.g.,
L-BFGS optimization [30]. This algorithm has been implemented in a modified version
of the ABINIT code [26].

Ve 1S then supplied to modified versions of MOLCAS [31] (for embedded com-
plete active space self consistent field (CASSCF)) and GAMESS [32] (for embedded
configuration interaction (CI) singles) codes operating on the embedded cluster. We use
an eight electrons in eight orbitals active space: the bonding and antibonding H, or-
bitals, as well as three HOMOs and three LUMOs from the Au cluster. We have verified
that a CAS(10/10) or CAS(6/6) yields very similar results. To obtain the CW-corrected
final energy

Eemb — EDFT + ECW _ EDFT (2)

emb emb

we additionally require an embedded Kohn-Sham (KS)-DFT calculation using
GAMESS. Both embedded DFT and CW calculations use the same Gaussian basis set,
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resulting in favorable cancellation of basis set errors. We discuss the details of basis set
choice below.

For a baseline DFT description of the ground state PES, we use projector-
augmented-wave (PAW) calculations as implemented in the VASP code version
5.2 [33], including the new (2012) PAW potentials for Au and H. In these calculations,
we also employ the PBE XC functional [27]. We model the Au(111) surface by a peri-
odic 3 x 3 supercell containing seven Au layers separated by 20 A of vacuum for a total
of 63 atoms, and a 6 x 6 x 1 Monkhorst—Pack grid for k-point sampling (due to the
large supercell, this is enough for a converged calculation). The PAW formalism allows
for minimal cutoffs of 172 and 200 eV for Au and H potential respectively, in contrast
to substantially larger cutoffs required for, e.g., the ABINIT calculations to determine
Vems- The higher energy cutoff for hydrogen is due to the short-range potential of the
unscreened hydrogen core. For higher accuracy, we use a plane wave cutoff of 250 eV.
To eliminate dipole interactions, a mirrored hydrogen molecule is added on the other
side of the slab. We perform a spin-polarized calculation to allow for charge transfer.

Due to the strong variations of density close to the hydrogen cores, conver-
gence of the PW calculation is not trivial. As recommended for metal slab calcu-
lations, we adjust the mixing parameters for the self-consistency cycle [34]. Add-
itionally, we need to preconverge using the conjugate gradient algorithm
(ALGO=A LSUBROT=FALSE TIME=0.1) implemented in VASP, as other algorithms
will cause excessive charge sloshing, with no convergence.

2.1 Excited states

Since we are interested in the description of plasmon-induced hot electrons, we require
the modeling of excited states. Our previous work [35] employed complete active space
descriptions, including second-order multi-reference many-body perturbation theory,
CASPT2. For the problem at hand, however, the optimization of the ground state or-
bitals employed in the CASSCF optimization proves detrimental to the description of
highly excited states: their characteristics might not be well resolved by the optimized
ground state orbitals. State averaging (i.e., the inclusion of excited states in the opti-
mization process) can be easily introduced to describe a few excited states. Indeed, we
find state averaging over at least two states is necessary to achieve smooth PESs. How-
ever, we are interested in high-lying excitations. Unfortunately, state averaging over
ten states already becomes numerically cumbersome, especially for the CASPT2 cal-
culations. We thus want to consider alternative CW approaches. ClI methods promise
correct modeling of excited states. However, their unfavorable scaling makes the treat-
ment of nanoclusters with 12 Au atoms unfeasible using, e.g. multi-reference single
and double excitation CI (MRSDCI) calculations. Smaller clusters for which MRSDCI
would be tractable tend to overestimate reaction barriers as charge lost to the adsorbed
molecule is not sufficiently screened [35]. A potential alternative approach is CI Sin-
gles (CIS, i.e, treating all possible single excitations), which has been shown to treat
excited states well, as long as they do not involve any double excitations [36]. An em-
bedded CIS calculation for the Auy, cluster is numerically challenging, but feasible. We
expect single excitations involving electron transfer from the metal cluster to the H,
molecule to dominate the excited state spectrum. Furthermore, we want to model singly
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Fig. 3. Counterpoise correction obtained by approaching the Auy, cluster at the bridge site (Fig. 2c) with
a ghost hydrogen molecule oriented parallel to the cluster surface (aug-cc-pVTZ basis set) at different lev-
els of theory (see insets). We tested two different Hay—Wadt basis sets for Au: (a) uncontracted (3s3p3d)
and (b) introducing additional s and d diffuse functions (see text), for a final (4s3p4d) basis set.

excited hot electrons. Consequently, we expect a CIS description to work well for the
system at hand. Nevertheless, we will compare CASSCF, CASPT2, and CIS approaches
below.

2.2 Basis set choice

We use a Dunning aug-cc-pVTZ diffuse basis set for H [37], and an uncontracted
(3s3p3d) Hay—Wadt basis set accompanying an effective core potential (ECP) for the
Au atoms [38]. Naive calculations using these basis sets, Eq. (2) and CASPT2 surpris-
ingly predict direct adsorption of H, on Au nanoclusters, strongly contradicting both
DFT [39] and experimental evidence [15]. While both embedded DFT and embedded
CASSCF predict an increase in energy upon approaching the surface, the CASSCF
energy increases much more slowly, wrongly suggesting additional contributions to
correlation that favor hydrogen adsorption. The situation is even more severe with
CASPT2, where the ground state CASPT2 PES implies chemisorption. Closer examin-
ation reveals a strong dependence of the CASSCF energy on the Au basis set for small
Au-H, distances Ly, : since we use a Dunning basis set with diffuse functions for H,,
Au d electrons may lower their energy by using the hydrogen basis functions. This is
confirmed by evaluating the basis set superposition error (BSSE) using the counterpoise
correction (CPC) of Boys and Bernardi [40]: we replace either the Au cluster, or the H,
molecule, by ghost atoms featuring the same basis set but no electrons or nucleus. Our
results show that the energy of the embedded Au cluster strongly depends on the dis-
tance of the ghost hydrogen molecule (see Fig. 3a). The correction is especially large
for CASPT2. To reduce this problem, we add diffuse basis functions (featuring expo-
nents of 0.006415 and 0.0455 for s and d respectively) to the four Au atoms closest to
the adsorption site. This measure strongly reduces the CPC for all levels of theory (see
Fig. 3b). Applying the CPC to the final PES recovers the expected, physical repulsion
of H, by Au(111). Unfortunately, while the ground state PES can be corrected properly
by the CPC, the correction does not directly apply to excited states: electronically ex-
cited states of the full problem and of the ghost-atom calculations needed for the CPC
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cannot be related. Consequently, due to the large BSSE of many-body perturbation the-
ory (i.e., CASPT2) applied to tractable-sized basis sets, we further restrict ourselves in
the discussion of excited states to CIS and CASSCF calculations, for which the BSSE
is very small as long as the extra Au diffusion functions are used. We stress here that
this is not a consequence of the embedding approach: isolated clusters show the same
problem of strongly overestimating the binding energy of H,.

3. Results

H, in vacuum features a binding energy of ~ 4.5 eV whereas the H; anion is only bound
by ~ 2.2 eV [41]. For small H-H bond lengths L,_,, H, becomes unstable towards
gjection of an electron, H, — H, +e. Conversely, H, features a metastable Feshbach
resonance at 1.7 eV corresponding to occupation of the o* orbital [41]. Upon approach-
ing a Au (111) surface parallel to the surface (see Fig. 2), the ground state potential
energy surface obtained using pure KS DFT features a steep rise in energy. Favorable
interaction of the o orbital with the partially filled sp band of Au(111) not only de-
creases the H, orbital energy, it ultimately shifts the antibonding o* orbital below the
Fermi energy [39]. Accordingly, a charge analysis reveals that the H, molecule becomes
negatively charged as it approaches the surface, corresponding to a partial occupation of
the o* antibonding orbital. The energy gain by interaction with the Au sp surface elec-
trons is offset by the energy cost to orthogonalize to the d-band surface state. The latter
cost along with the partial occupation of o* leads to a net increase in energy as H, ap-
proaches. Indeed, we find, for all levels of theory, a gradually increasing negative charge
on the H, with decreasing La,,. Due to the energy cost of occupying ¢*, H, does not
normally adsorb (or dissociate) on a smooth Au(111) surface [39], making this model
system well suited to isolate plasmon-driven reactions.

At abond length Ly ~ 1.2 A, we find a saddle point within DFT at an H,-surface
distance L, ~ 1.2 A (see white arrow in Fig. 4a), with an associated reaction barrier
towards dissociation of 1.35¢eV. The measured temperature dependence of the disso-
ciation yield on gold nanoclusters suggests a lower effective barrier [15]. However,
comparison to experiment proves difficult: the experimental setup features an addi-
tional surrounding TiO, layer, as well as many more facets than the (111) surface. Both
of these should lower the dissociation barrier: the former because the TiO, substrate
slightly increases the Fermi level in the gold cluster, favoring charge transfer [42]. The
observation of much higher catalytic activity of smaller nanoclusters [43] further cor-
roborates the importance of defects and facet boundaries in experiment. Indeed, there is
a finite base reaction count in experiment at zero laser power (no plasmon generation),
that would not be present for an ideal Au (111) surface [15]. Consequently, since we in-
vestigate an ideal Au surface and neglect the TiO, substrate, we expect a larger barrier
than experiment.

Using the embedding framework for calculating a CW-corrected ground state PES
for the molecule approaching parallel to the Au(111) surface, we obtain qualitatively
similar results for state-averaged emb-CASSCF and emb-CIS, while emb-CASPT2 fea-
tures a reduced barrier located at smaller Ly (all with BSSE CPC; see Fig. 4b—d, as
well as Table 1). Towards larger Ly, the emb-CIS energy increases more quickly than
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Fig. 4. Potential energy surfaces for different levels of theory: (a) KS-DFT (white arrow marks barrier
towards dissociation); (b) ground state CASSCF, state-averaged over the 10 lowest-lying roots, using
a CAS (8,8); (c) CASPT2 correction of (b); (d) CIS ground state, as well as (e) fifth and (f) sixth excited
state [15]. Contour line separation is 160 meV.

Tablel. DFT and embedded CW predictions of ground and excited state barrier heights (all energies in
eV) and positions of the top of the barrier. BSSE corrections included for all ground state embedded CW
calculations. Emb-CASPT2 results for the excited state excluded due to the large BSSE error (see text).

Egarrier Egarrier LEir._r'ier [A] L/Ezr—rll-?; [A]
DFT-GGA 1.35 - 12 1.2
emb-CASPT2 1.20 - 1.0 1.2
emb-CIS 2.30 1.70 11 1.0
emb-CASSCF 2.00 1.95 13 1.0
CASSCF Vg =0 2.40 2.10 1.2 11

the others, leading to a larger cost to break the bond. This is to be expected for our
CIS ansatz, as the ground state is a single-reference Hartree—Fock solution that overes-
timates the cost of bond breaking. Close to the surface, CASPT2 predicts much smaller
barrier heights, even with the BSSE CPC. We conjecture that this low CASPT2 value
might be related to a still too small basis set: the large BSSE for CASPT2 suggests
that the perturbative expansion strongly amplifies the BSSE error, for which the first-
order CPC fails to completely account. At the top of the barrier, a charge of about 0.8e
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Fig. 5. Excited state energies relative to the ground state (x-axis) and associated dissociation barrier heights
(y-axis) for eigenstates of embedded CASSCF (red triangles) and embedded CIS (blue squares). Lowest
barrier for sixth excited state in both theories (marked by arrows). Plasmon energy in experiment marked
by a dashed line [15].

(£0.1 depending on level of theory and charge analysis) transfers from the Au cluster
to H,. This amount of charge transfer is, with fluctuations of < 10%, observed for all
excited state PESs that we investigated. Put differently, exciting the gold cluster does
not induce a charge-transfer state, but rather changes the energy cost of initiating charge
transfer. Note that an H, molecule approaching the surface in a perpendicular orien-
tation merely yields a repulsive PES, with no indication of dissociation or abstraction
(not shown).

For state-averaged CASSCF and CIS, we also calculate nine excited states (we
do not consider CASPT2 for the excited states because of the BSSE for which there
is no obvious CPC, as mentioned earlier). We find that different excited states of the
H,/embedded cluster system feature quite different heights of the dissociation barrier
(see Fig. 5). On average, CIS predicts a larger decrease in energy, again probably be-
cause of the comparatively low-level ground-state SCF ansatz. However, since CIS
considers all possible single excitations, we find a smaller energy spacing between ex-
cited states (or, put differently, more excited states are in the energy window of up
to 2.5 eV) than for CASSCF. Since the metal cluster features many quasi-degenerate
(metallic) energy levels at the Fermi level, this is not easily corrected by slowly en-
larging the CAS (we have explicitly done up to CAS 12/12 calculations with no
substantial change). We observe the same qualitative trend in both theories: three ex-
citation energy regions with comparatively small barriers at about 0.7, 1.3, and 1.9 eV.
Quantitatively, CIS consistently features lower barriers towards dissociation, probably
because all single excitations into the many LUMOs of the cluster are considered. For
both theories, the lowest barrier is found at an excitation energy of around 2 eV (see
arrows in Fig. 5), which is slightly below the experimental photon energy (2.3 eV).
The barrier at an excitation energy of 0.7 eV is only slightly higher, and could poten-
tially allow a laser with lower energy (and associated engineered nanoparticles with
a smaller resonance frequency) to drive hydrogen dissociation with even lower power
consumption.
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Finally, we want to compare our embedding framework to CW calculations on bare
clusters (i.e., without embedding): we find much too large dissociation barriers (of the
order of 3.5 V), with the top of the barrier occurring at a bond length of L,y = 1.5A.
On the other hand, using a simplified ONIOM model [44] (i.e., using equation (2) for
the final energy, but neglecting the embedding potential, V.., = 0) yields qualitatively
similar results than the embedding framework. However, barrier heights and excited
state energies change considerably (of the order of 20%), and the barrier height is over-
estimated, see Tab. 1. Finally, the PES becomes much more bumpy than a PES using our
embedding framework, presumably because the bare cluster electron density is more
easily polarized by the hydrogen molecule than the embedded cluster, which is modu-
lated by the embedding potential that represents the extended metal surface.

4. Conclusions

In summary, we have shown how to obtain PESs for molecules interacting with locally
excited extended metal surfaces. We discuss problems involving too small Gaussian ba-
sis sets, and investigate different levels of CW theory. We find that CASPT2 is, at least
for this system and level of basis set, quite susceptible to BSSE. CIS furnishes a valu-
able, comparatively cheap alternative for the investigation of excited states to more
costly CASSCF or MRSDCI methods, with minimal BSSE.

The potential energy surface for H, approaching Au(111) features a dissociation
barrier involving a charge-transfer state, that varies in height for different electronic ex-
citations of the metal: by exciting hot electrons at the surface of the metal, the cost for
charge transfer to reach the transition state is lowered, increasing the dissociation rate.
Our CIS results suggest that lower-energy photons should also be suited to drive the
reaction, requiring less laser power. We hope that the PESs obtained using our embed-
ded correlated wavefunction treatment of excited states can be used as a basis for more
sophisticated descriptions of the interaction between electronic and nuclear degrees of
freedom [21].
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