Accurate ionization thresholds of atoms subject to half-cycle pulses
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The evolution of Rydberg states of hydrogen and alkali-metal atoms subject to short half-cycle pulses is studied. The convergence of the numerical solutions of the time-dependent Schrödinger equation based on an expansion of the electronic wave function in a finite basis set of Sturmian functions is analyzed in detail. It is shown that the accuracy of such calculations can be established by investigating the stabilization of the transition probabilities with respect to the parameters that define the basis set. The dependence of the quantum and classical ionization thresholds on the pulse shape is investigated. The calculations are compared with experimental data for various pulse profiles, which feature slow or fast rise times. The results show that the ionization thresholds for long pulses are very sensitive to the rise time of the electric field.
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I. INTRODUCTION

During the last few years, the ionization and excitation of Rydberg atoms by pulsed unidirectional electric fields, termed half-cycle pulses (HCPs), have been investigated extensively. Experiments have reached the regime in which the effective duration of the pulses \(T_p\) and the peak fields \(F_p\) are of the order of the classical electron orbital period \(2\pi n_i^3\) and the Coulomb electric field \(F_{n_i} = n_i^{-4}\) in the atom, respectively (where \(n_i\) is the initial principal quantum number of the Rydberg atom and atomic units are used throughout) [1–5]. This has been accomplished, for example, by using subpicosecond pulses and relatively low Rydberg levels \((n_i \sim 30)\) [1] or, alternatively, by using nanosecond pulses and very-high-\(n\) states \((n_i \sim 400)\) [3].

The experimental advances have stimulated a large number of theoretical investigations using quantum and classical approaches [6–10]. In exploring the dynamics of Rydberg states, classical scaling invariances have proven to be a very useful tool [11]. Suppose that a pulse \(F(t)\) interacts with a Rydberg atom with quantum numbers \(n_i, l_i, m\) during an effective period of time \(T_p\). For a given pulse shape, classical scaling laws imply that transition probabilities are a function of only the scaled variables \(L_0 = l_i/n_i, m_0 = m/n_i, F_0 = F_p/F_{n_i}, \) and \(T_0 = T_p/T_{n_i}\). Thus, deviation from classical scaling invariances provides a signature of nonclassical dynamics. For typical experimental conditions where \(L_0 \ll 1\) and \(|m_0| \ll 1\), it has been found that the threshold fields for ionization \(F_{0}^{\text{thr}}\), expressed as a function of \(T_0\), lie on a universal, classical scaling invariant curve connecting the adiabatic \((T_0 \gg 1)\) and sudden regimes \((T_0 \ll 1)\). For long duration pulses, ionization results primarily from the escape over the potential barrier, generated by the atomic and applied fields, whose height is determined by the value of \(F_0\). The threshold field for such ionization is proportional to \(n_i^{-4}\). In contrast, application of a very short electric-field pulse with duration \(T_0 \ll 1\) lowers the Coulomb barrier only momentarily. Ionization can still occur, however, if the impulse delivered to the excited electron by the pulsed field \(\Delta p = -\int F(t)dt\) is sufficient to increase its energy by an amount that is greater than its original binding energy. Consequently, the electric-field dependence of the ionization threshold crosses over from the \(n_i^{-4}\) scaling characteristic of the adiabatic limit to a \(n_i^{-1}\) scaling in the sudden, ultrashort pulse, \(T_0 \ll 1\) limit. Recent experimental studies have succeeded in employing short HCPs to examine the time evolution of the momentum of the electron associated with the development of coherent atomic wave packets [12–14].

The first ionization thresholds measured experimentally using short HCPs \([1]\) were found to disagree with classical and quantum scaling invariant results \([15]\), raising questions as to the validity of the theory. However, it was subsequently found \([2]\) that this disagreement resulted from difficulties in both the calibration of experimental peak fields and in the determination of the pulse shape. More recently, the scaling invariant results were found to be in excellent agreement with the experimental measurement of Frey et al. \([3]\) undertaken at very high \(n_i \sim 400\). The use of such values of \(n_i\) offers the advantage that the ultrashort pulse regime can be examined using pulses of a few nanoseconds in duration, which can be readily generated and accurately measured. However, new experiments by Kristensen et al. \([4]\) using long pulses with \(T_0 \sim 4\) suggest departures from the scaling invariant results. In the following, we show that this can, at least in part, be explained by the fact that in the long pulse regime the threshold ionization fields depend quite sensitively on the exact shape of the HCPs, particularly on their rise times.
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Here we present a comprehensive description of our quantum calculations, the results of which have been briefly discussed in earlier publications [6–8]. These calculations employ an expansion of the electronic wave function using a finite Sturmian basis set. The main focus of this paper is on the extension of theory to longer duration pulses where convergence with respect to basis size becomes an increasingly critical issue. In order to establish convergence we apply the method of stabilization. The stabilization method has been well-established for time-independent problems, in particular for the calculation of the position and width of resonances [16]. Also, early accurate calculations of scattering phase shifts in $e$-$H$ collisions [17] used the stability of the result with respect to a control parameter in the basis to verify the accuracy of the compared phase shifts. In the following, we discuss the application of this method to the solution of an explicitly time-dependent Schrödinger equation. Here, the stability of transition amplitudes is required. Because of the implicit dependence on the different sectors of Hilbert space, in which the initial and final states reside, stability must be established on a state-to-state basis for each transition and cannot be expected to hold globally.

We show that the stability analysis with respect to the Sturmian parameter provides a good test for the convergence and accuracy of the solutions with a finite basis size. As an application, we extend our previous calculations to longer pulse lengths and consider various pulse shapes. We discuss the correspondence between classical and quantum-mechanical results and we present experimental data that corroborate the calculations. A brief description of our classical approach is included in the Appendix. The present data are able to resolve, at least partially, the issue of the apparent breakdown of scaling invariance reported by Kristensen et al. [4].

II. PROBLEM

We shall be concerned with time evolution of an electron in an atom with Hamiltonian $H_{at}$, which is subject to a time-dependent perturbation $V(t)$ during the interval $0 < t < T$. The dynamics of the electron is governed by the time-dependent Hamiltonian

$$H(t) = H_{at} + V(t) = H_{at} + zF(t),$$

$$H_{at} = \frac{p^2}{2} + V_{at}(r),$$

where $r = (x, y, z)$ and $p$ are the position and momentum of the electron, respectively, and $F(t)$ is a time-dependent electric field whose direction defines the positive $z$ axis. For hydrogen, $V_{at} = -1/r$. For alkali-metal atoms $A$, the interaction of the electron with the core $A^-$, can be represented in terms of a parametrized model potential that yields accurate quantum defects and satisfies the correct boundary conditions at small ($V_{at} \rightarrow -Z/r$, $Z$ being the nuclear charge) and large distances ($V_{at} \rightarrow -1/r$). Clearly, electron-correlation effects are neglected in this approach.

The time evolution of the wave function $|\Psi(t)\rangle$ of the electron is governed by the Schrödinger equation

$$i\frac{\partial |\Psi(t)\rangle}{\partial t} = H(t)|\Psi(t)\rangle$$

with the boundary condition

$$|\Psi(t)\rangle \rightarrow |\varphi_i\rangle, \quad t \rightarrow 0.$$

The transition probability from this initial state $\varphi_i$ to a final state $\varphi_f$ at $t = T$ is given by

$$P_{i,f}(T) = |\langle \varphi_f | U(T,0) | \varphi_i \rangle|^2,$$

where $U(T,0)$ is the time evolution operator. By analyzing the effects of pulse shape, we characterize the pulse by three parameters: a peak field $F_p$, a full-width half-maximum duration $T_p$, and a momentum transfer $\Delta p = -\int_0^T dt \ F(t)$. In the limit of ultrashort pulses, the sudden approximation yields

$$U(T,0) \rightarrow \exp(iz \ \Delta p).$$

In this limit only the momentum transfer $\Delta p$ enters. However, with increasing pulse duration the ionization process also becomes a function of $F_p$ and $T_p$. We analyze the effects of pulse shape by introducing the following prototype shape functions: (a) a rectangular pulse,

$$F(t) = F_p, \quad T_p = T, \quad \Delta p = -F_p T_p;$$

(b) a triangular pulse,

$$F\left( t < \frac{T}{2} \right) = 2F_p \frac{t}{T}, \quad F\left( t > \frac{T}{2} \right) = 2F_p \left( 1 - \frac{t}{T} \right),$$

$$T_p = \frac{T}{2}, \quad \Delta p = -F_p T_p;$$

(c) a Gaussian pulse,

$$F(t) = F_p \exp \left[ \frac{[t-(T/2)]^2}{\sigma^2} \right], \quad T = 5.01\sigma, \quad T_p = 1.67\sigma,$$

$$\Delta p = -1.06F_p T_p;$$

and (d) various experimental nanosecond pulse shapes that model the sudden rise time of (a) and the slow rise time of (b). We note that the idealized pulse-shape functions (a), (b), and (c) can only be approximately realized experimentally. While for the present experiments with nanosecond pulses, the pulse shape can be accurately measured, reliable pulses in the subpicosecond range have proven to be more difficult.

In order to compare transition amplitudes with different initial quantum levels $n_i$, we display results in terms of scaled variables:

$$F_0 = F_p / F_{n_i} = n_i^4 F_p, \quad T_0 = T_p / T_{n_i} = T_p / (2 \pi n_i^2),$$

$$\Delta p_0 = \Delta p / p_{n_i} = n_i \Delta p,$$

$$= \frac{\partial |\Psi(t)\rangle}{\partial t} = H(t)|\Psi(t)\rangle$$

with the boundary condition

$$|\Psi(t)\rangle \rightarrow |\varphi_i\rangle, \quad t \rightarrow 0.$$
where \( F_{nj} \), \( T_{nj} \), and \( p_{nj} \) are the average electric field, classical orbital period, and momentum associated with the initial state of the electron.

### A. Sturmian basis set

Suppose that \( \{ |\phi_k^\lambda \rangle , k = 1, 2, \ldots, \infty \} \) is a complete basis set of orthonormal wave function, which depends on a parameter \( \lambda \) (i.e., each value of \( \lambda \) provides a different complete set). The Schrödinger equation can be solved using an expansion of the wave function

\[
|\Psi (t)\rangle = \sum_{k=1}^{N_{\text{max}}} a_k(t) |\phi_k^\lambda \rangle ,
\]

which transforms Eq. (3) into an infinite set of coupled equations (\( N_{\text{max}} = \infty \)) for the expansion coefficients

\[
\frac{da_k(t)}{dt} = \sum_{j=1}^{N_{\text{max}}} \langle \phi_j^\lambda | H | \phi_k^\lambda \rangle a_j(t).
\]

In practice, only a finite number of coupled equations can be solved simultaneously and, therefore, the basis must be truncated; i.e., \( N_{\text{max}} \) is finite.

Our orthonormal basis set is constructed from a nonorthonormal Sturmian basis set [18–21], which is defined by the complete set of functions obeying

\[
\left( \frac{p^2}{2} - \frac{n\lambda}{r} \right) |\psi^\lambda \rangle = -\frac{\lambda^2}{2} |\psi^\lambda \rangle ,
\]

where \( n = 1, 2, \ldots, \infty \), and the parameter \( \lambda \) defining the set is called the Sturmian parameter. In general, this parameter can be taken to be a complex number \( \lambda \). In this paper, we assume that \( \lambda \) is a positive real number. Note that Eq. (13) is identical to the eigenvalue equation for a hydrogenic atom in a quantum level \( n \) for an effective nuclear charge \( Z_{\text{eff}} = n\lambda \). Thus, this equation can easily be solved using standard methods for separation of the variables in either spherical \( r = \sqrt{x^2 + y^2 + z^2}, \theta = \cos^{-1}(z/r), \phi = \tan^{-1}(y/x) \) or parabolic \( (\xi = r+z, \eta = r-z) \) coordinates. The solutions of Eq. (13), in spherical and parabolic coordinates, are given by

\[
\langle r |\chi_{n, l, m}^\lambda \rangle = \frac{2}{\sqrt{n}} \frac{\lambda^{l+1}}{n^{l+1}} \frac{(n-l-1)!}{(n+l)!} \left( 2\lambda \right)^l e^{-\lambda r} L_n^m(\lambda \xi) Y_l^m(\theta, \phi),
\]

\[
\langle r |\chi_{n_1, n_2, m}^\lambda \rangle = \frac{n_1! n_2!}{\sqrt{n_1 n_2} (n_1 + m)! (n_2 + m)!} \frac{1}{\sqrt{\pi n}} \left( \frac{n_1 n_2}{n_1 + m} \right)^{1/2} \left( \frac{n_1 n_2}{n_1 + n_2} \right)^{1/2} \lambda^{m+3/2} e^{-\lambda \xi} \xi^m L_n^m(\lambda \xi) Y_l^m(\theta, \phi),
\]

where \( n, l, \) and \( m \) are spherical quantum numbers, \( n_1, n_2, \) and \( m \) are parabolic quantum numbers \( n = n_1 + n_2 + m + 1, n_{1,2} = 0, 1, \ldots, (n - |m| - 1) \), \( L_n^m \) denotes a Laguerre polynomial, and \( Y_l^m \) is a spherical harmonic. In Eq. (15), \( m \geq 0 \) is assumed. For negative \( m \), we have \( \langle r |\chi_{n_1, n_2, m}^\lambda \rangle = (-1)^m r \langle r |\chi_{n_1, n_2, -m}^\lambda \rangle \). A complete and countable basis set for the full Hilbert space is generated by changing \( n, l, \) and \( m \) (or \( n_1, n_2, \) and \( m \)). Because the Hamiltonian in Eq. (1) has cylindrical symmetry, \( m \) is a constant of motion. In practice, we use \( 1 \leq n \leq n_{\text{max}} \), which, for \( m = 0 \), corresponds to a number of states \( N_{\text{max}} = n_{\text{max}}(n_{\text{max}} + 1)/2 \).

Since Sturmian functions are not orthogonal, we define the basis set \( \{ |\phi_k^\lambda \rangle , k = 1, 2, \ldots, N_{\text{max}} \} \), entering Eq. (11), as the set of orthonormal eigenvalues of the finite Sturmian representation of \( H_{at} \). Namely,

\[
|\phi_k^\lambda \rangle = \sum_{i=1}^{N_{\text{max}}} b_i |\chi_{n_i, l_i, m}^\lambda \rangle,
\]

\[
\hat{H}_{at} b^k = E_k S b^k ,
\]

where \( E_k \) is the eigenenergy of an electron in the state \( |\phi_k^\lambda \rangle \), \( S \) is the overlap matrix \( (S_{ij} = \langle X_{n_i, l_i, m} | X_{n_j, l_j, m} \rangle) \), and \( b^k \) and \( \hat{H}_{at} \) are the column vector and matrix representation of \( |\phi_k^\lambda \rangle \) and \( H_{at} \) in the Sturmian basis set, respectively. Using the orthonormal basis set that diagonalizes \( \hat{H}_{at} \) greatly simplifies the evaluation of physical transition probabilities. For example, the ionization probability at \( t = T \) is simply given by

\[
P_{\text{ion}}(T) = 1 - \sum_{k_2 \geq 0} \left| \langle \phi_k^\lambda |\Psi (T)\rangle \right|^2 .
\]

By definition, a bound hydrogenic state can be written as \( |n, l, m\rangle = |\chi_{n, l, m}^\lambda \rangle \) if \( \lambda = Z l n \). For this reason, it is convenient to introduce the alternative Sturmian parameter \( n_s = 1/\lambda \). For hydrogen \( (V_{at} = -1/r) \) the value of \( n_s \) determines whether a given shell is exactly reproduced by the basis (i.e., when \( n_s = n \)). In general, \( n_s \) takes a real value. Understanding which other physical energy levels can be properly described within a finite basis requires additional analysis.

Figure 1 shows the norm of the projection of a hydrogenic bound state on a finite subspace,

\[
\sum_{k=1}^{N_{\text{max}}} \left| \langle n_1, n_2, m |\phi_k^\lambda \rangle \right|^2 .
\]

for different values of \( n_s \) and \( n_{\text{max}} \). A basis set that provides a good representation of the bound state should yield a norm very close to unity. This is an obvious prerequisite for calculating the evolution in the presence of the field. As expected, the norm becomes closer to unity for a larger range of \( n_s \) levels, as the basis size increases. Note, however, that the \( n_s \) levels, which are well represented, strongly depend on the value of \( n_s \). High \( n_s \) levels are clearly described better using higher values of \( n_s \) (here \( n_s = 10 \)) rather than the lower value (here \( n_s = 1 \)) and vice versa. Since both basis sets contain the same number of states, this indicates that the basis with the lower value of \( n_s \) involves a larger number of continuum states \( (E_k > 0) \) and, hence, provides a more suitable representation of the continuum.

Because Sturmian functions decay exponentially in the limit \( r \to \infty \) [see Eq. (15)], continuum states cannot be exactly reproduced. It is, however, possible to find a good representation of continuum wave functions in a limited range.
$r \leq R$, which is proportional to the maximum average radius of a Sturmian function with $n = n_{\text{max}}$, i.e., $R \propto r_{\text{max}} = n_s n_{\text{max}}$. An accurate solution of the Schrödinger equation can be obtained as long as the wave function is localized in this region of coordinate space. Figure 2 shows a comparison of a spherical continuum state calculated from a finite Sturmian basis set with the exact continuum state given by

$$\langle r | K, l, m \rangle = \sqrt{\frac{2}{\pi}} e^{-\frac{\pi}{2}} \frac{\Gamma(1+l+i\eta)}{(2l+1)!} (2Kr)^l e^{-iKr}$$

\begin{align*}
&\times {}_1F_1 \left[ \frac{1}{2} ; 1 + l + i\eta, 2l + 2iKr \right] Y_l^m(\theta, \phi),
\end{align*}

where $\eta = Z/K$ and ${}_1F_1$ is a confluent hypergeometric function. The wave function in the figure has an energy $E = K^2/2 = 0.0032$ a.u., $m = 0$, and $l = 0$. The approximate wave functions have been calculated using $n_s = 5$ and, therefore, $r_{\text{max}} = 75, 125, 225, 275$ a.u. for $n_{\text{max}} = 15, 25, 45, 55$, respectively, which contains the range of $r$ values in the figure. The larger the basis size, the larger the range of radii for which the approximate wave function agrees with the exact one. Note that the precise radius up to which a basis set can reproduce a continuum state is a function of not only $r_{\text{max}}$ but also the wave number $K$. The maximum wave vector that can be represented properly in a finite Sturmian basis is proportional to $n_{\text{max}}^2$. This is illustrated in Fig. 3, which shows a spherical continuum state with $E = 0.0016$ a.u., $l = m = 0$, obtained as the Sturmian parameter is changed while maintaining the basis size fixed. As expected, the smaller the $n_s$, the better the agreement between the approximate and the exact wave functions. Thus, a finite Sturmian basis set can approximate continuum wave functions within certain ranges of both wave number and radius, which depend on $n_s$ and $n_{\text{max}}$. 

FIG. 1. Norm of the projection of a hydrogenic state with $n_1 = m_1 = 0$ onto different Sturmian basis sets as a function of the principal quantum number of the hydrogenic state. The different Sturmian basis sets are characterized by $n_{\text{max}} = 15, 25, 35, 45$ and $n_s = 1$ or $n_s = 10$. 

FIG. 2. Comparison of the exact and approximate continuum wave function times the radius using different basis sizes for a spherical continuum state with $E = 0.0032$ a.u., $l = m = 0$. The Sturmian parameter for the Sturmian functions has been chosen to be $n_s = 5$ and all of the wave functions are normalized to the same value at the first minimum. 

FIG. 3. Comparison of the exact and approximate continuum wave function times the radius using various Sturmian parameters $n_s$ for a spherical continuum state with $E = 0.0016$ a.u., $l = m = 0$. The finite basis size is $N_{\text{max}} = 1540$ (i.e., $r_{\text{max}} = 55$) and all of the wave functions are normalized to the same value at the first minimum.
B. Numerical solution of the time-dependent Schrödinger equation

Instead of directly solving the set of coupled equations in Eq. (12), the Schrödinger equation (3) is integrated using a more efficient approach usually called the split operator method [22]. Briefly, the time evolution operator from \( t = 0 \) to \( t = T \) is broken down into a product of \( N \) evolution operators for time intervals \( \delta t = T/N = t_{k+1} - t_k \),

\[
U(T,0) = \prod_{k=0}^{N-1} U(t_{k+1},t_k),
\]

where \( t_0 = 0 \) and \( t_N = T \). In each step the evolution operator is split at the midpoint

\[
U(t_{k+1},t_k) = \exp\left( -\frac{i}{2} H_{at} \delta t \right) \exp(i \hat{z} \delta \rho_k) \exp\left( -\frac{i}{2} H_{at} \delta t \right),
\]

which has an \( O((\delta t)^3) \) error. The error arises from the fact that the commutators \([ H_{at}, \hat{z}] \neq 0 \) and, in general, \([ H(t) , H(t') ] \neq 0 \). The resulting evolution operator becomes

\[
U(T,0) = \exp\left( -\frac{i}{2} H_{at} \delta t \right) \prod_{k=0}^{N-1} \exp(i \hat{z} \delta \rho_k) \exp\left( -i H_{at} \delta t \right)
\times \exp\left( \frac{i}{2} H_{at} \delta t \right),
\]

which contains simpler operators of the form \( \exp(-i H_{at} \delta t) \), representing a free evolution, and \( \exp(i \hat{z} \delta \rho_k) \), representing the effect of the perturbation. The latter is equivalent to delivering a momentum transfer (or boost) \( \delta \rho_k \) to the electron.

In order to calculate the time evolution of the wave function, the operators \( \exp(-i H_{at} \delta t) \) and \( \exp(i \hat{z} \delta \rho_k) \) are replaced by their unitary matrix representations within the basis set, \( \exp(-i \hat{A} \delta \hat{t}) \) and \( \exp(i \hat{z} \hat{\delta} \hat{\rho}_k) \), respectively, where \( \hat{A} \) denotes a finite matrix representation of the operator \( \hat{A} \) in our orthonormal basis. Since our basis set diagonalizes \( \hat{H}_{at} \), \( \exp(-i \hat{H}_{at} \delta t) \) is also diagonal with matrix elements \( \exp(-i \hat{E}_k \delta t) \), \( k = 1, 2, \ldots, N_{\text{max}} \). The boost matrix \( \exp(i \hat{z} \hat{\delta} \hat{\rho}_k) \) can be evaluated using a unitary transformation

\[
\exp(i \hat{z} \hat{\delta} \hat{\rho}_k) = \hat{O}_z \exp(-i \hat{D}_z \hat{\delta} \hat{\rho}_k) \hat{O}_z^\dagger,
\]

where \( \hat{O}_z \) is a unitary matrix that diagonalizes the dipole matrix \( \hat{z} \), and \( \hat{D}_z \) is a diagonal matrix whose elements are the eigenvalues of the dipole matrix. Finally, the vector containing the expansion coefficients of the wave function Eq. (11) is given by \( \hat{a}(T) = \hat{U}(T,0) \hat{a}(0) \).

For a rectangular pulse [Eq. (7)], the evolution operator \( \hat{U}(T,0) = \exp[-i (\hat{H}_{at} + \hat{z} \hat{F}_0) T] \) can be calculated by diagonalization, since, in this case, the total Hamiltonian is time-independent between 0 and \( T \). Therefore, the numerical error of the split operator method associated with the multiplication of many large matrices can be checked by comparing results from the split operator method with the exact one from full evolution operator diagonalization. Figure 4 illustrates the convergence of the split operator method for different scaled durations as a function of the number of splits \( N \) of the evolution operator. Clearly, the longer the pulse, the larger the number of splits required to reach convergence. For short HCPs, convergence is reached after about ten splits per classical orbital period (i.e., see the result for \( T_0 = 1 \)).

III. THE STABILIZATION METHOD

Since the number of basis states \( N_{\text{max}} \) is finite, two important questions arise: (i) how large should the basis set be in order to obtain an accurate result, and (ii) what value should the Sturmian parameter have in order to get an accurate result with the smallest basis set.

In order to answer these questions we apply the so-called stabilization method to the time-dependent Schrödinger equation. The time-dependent stabilization method can be viewed as an extension of the time-dependent variational principle, very much like the case of the stationary Schrödinger equation [16]. While the variational principle assures that the solution of the form [Eq. (12)] is an exact result within the given basis size, the stabilization method goes beyond that by providing information as to how accurate the solution is within the whole Hilbert space. The standard form of stabilization is associated with the convergence of a given transition probability \( P_{i,j} \) with respect to the basis size \( N_{\text{max}} \) (in the limit \( N_{\text{max}} \to \infty \), \( P_{i,j} \) stabilizes).

A more useful stabilization property exists with respect to the parameter \( \lambda \), which defines the basis set for a fixed value of \( N_{\text{max}} \). This fact can be understood using the schematic picture in Fig. 5. Suppose that the full Hilbert space is rep-
represented by the plane such that the “exact” evolution of the wave function is given by a trajectory in the plane (e.g., trajectories A, B, and C). Two finite Hilbert subspaces, generated by bases with parameters $\lambda_1$ and $\lambda_2$, are represented in the figure by triangular regions. These regions can be chosen to provide a good representation of the initial wave function (open circle) but may not always contain the exact final wave function (solid circles). If a trajectory such as A is contained in the overlap of both triangular regions, the calculation of the evolution of the wave function should be stable with respect to a change from $\lambda_1$ to $\lambda_2$, i.e., the solution should be “exact.” In turn, if a trajectory such as B or C leaves the finite subspaces subtended, the approximate calculations in each basis set will yield, in general, different nonconverged results. There could be, of course, rare exceptions such that convergence is reached (not necessarily to the correct limit) even if trajectories corresponding to these results leave the finite subspace. Thus, an accurate calculation of a transition probability should be stable with respect to variations of the basis set, i.e., $\lambda$. Note, however, that stabilization of a given transition probability does not imply stabilization for other transition probabilities (i.e., some trajectories may leave the domain subtended).

Figure 6 demonstrates the applicability of the stabilization method for calculating the ionization probability for hydrogen atoms in the \( |n_1=9, \ n_2=0, \ m=0 \rangle \) parabolic state by a rectangular HCP. For a fixed value of $N_{\text{max}}$, the calculated ionization probability as a function of the Sturmian parameter exhibits a characteristic plateau. Moreover, the size of the plateau increases for increasing values of $N_{\text{max}}$. This is precisely the behavior expected; i.e., if $N_{\text{max}}$ is large enough, the calculation must be stable with respect to variations of the basis set. Therefore, the value of the plateau corresponds to a converged ionization probability. The results in Fig. 6 can be compared with the work of Schwartz [17] who undertook the first accurate time-independent calculations for $e$-$H$ scattering employing a similar method. However, because of limited computing power available at that time, the plateaus appeared as shallow minima. The stabilization method can not only provide accurate results, but also furnish a tool that can be used to learn how to choose the most appropriate Sturmian parameter. The stabilization plateau starts to develop at $n_s \approx 10$ even for a small basis size. This is partly due to the fact that a basis set with $n_s \approx 10$ can provide a very good representation of the initial electronic state. However, for the finite subspace to cover the entire time development of the wave function it must also be able to provide a good description of the intermediate and final states. As discussed above, the smaller $n_s$, the better the representation of continuum states. This is the reason why the optimum Sturmian parameter is slightly smaller than 10.

Whether or not an accurate calculation of the ionization can be performed depends on both the duration and the strength of the HCP. Clearly, for large enough values of $T_p$ or $F_p$, the exact wave function can spread out into regions of coordinate and momentum space that are not properly described by a finite basis set. This is illustrated in Fig. 7, which shows the time evolution of the probability density associated with finding the electron with a given energy $E$;

$$\frac{dP}{dE}(E) = (\delta E)^{-1} \sum_{E-(\delta E/2) \leq E \leq E+(\delta E/2)} |\phi_n|^2 |\Psi(T)|^2,$$

(26)

where $\delta E$ is a fixed energy interval. The figure is displayed in scaled units and, therefore, at $t=0$ the energy distribution peaks at $E_0 = -2n_e^2E = -1$. For longer times, the probability distribution spreads out in energy, much like a wave packet.
Eventually, the wave packet is reflected as it reaches a region beyond the effective range that is properly described by the basis. Figures 7(a) and 7(c) show that for increasing basis size the reflection occurs at later times and eventually disappears.

Using the present approach employing up to 4000 basis states and restricting the ionization probabilities to less than 15%, stabilization can be typically found for scaled durations \(T_0\approx3\). Figure 8 illustrates this practical limit for the calculation of the scaled momentum transfers necessary to ionize 10% of Rydberg hydrogen atoms in the extreme parabolic states. Because both extreme parabolic states within a given \(n\) manifold possess identical momentum distributions, the ionization thresholds agree with each other in the limit of ultrashort HCPs \((T_0\ll1)\). For pulses with a finite duration, “downhill” \((n_2=0\), or redshifted\) parabolic states are more easily ionized than “uphill” \((n_1=0\), or blueshifted\) states since their corresponding wave functions are localized near the top of the potential barrier generated by the pulse. This is the reason why the static field ionization threshold for hydrogenic downhill states is smaller than that for uphill states that are localized near the repulsive potential wall (see, e.g., [23]). For the same reason, fully converged calculations for uphill states can be carried out for longer times (i.e., ionized electrons from a downhill state reach the boundaries of the basis set more rapidly). Figure 8 also shows, however, that calculations for extreme downhill states can be extended using a restricted basis set of only downhill Sturmian states calculated with and without the split operator method.

**IV. RESULTS AND DISCUSSION**

In the limit of ultrashort HCPs, the results of our finite basis-set expansion can be tested against exact calculations. That is, matrix elements of the evolution operator in this limit [Eq. (6)] are given by well-known inelastic form factors (see, e.g., [24]). Figures 9 and 10 display a comparison of the results of our finite basis-set calculation with exact calculations for the spectrum of energy states that become populated.
FIG. 9. Distribution of final energy states resulting from the interaction of an ultrashort HCP of various strengths with a hydrogen atom in the initial parabolic state \( E = K^2/2 > 0 \); the results (thick curve); finite basis-set expansion with \( n_{\text{max}} = 5 \); exact results (thin curve).

by a HCP [Eq. (26)]. The exact calculation for continuum states \( (E = K^2/2 > 0) \) is given by

\[
\frac{d\mathcal{P}_{\text{USP}}}{dE} = K \int d\Omega |\langle \Delta p | e^{i\Delta p \cdot \varphi} | \varphi \rangle |^2, \tag{27}
\]

where \( \psi^- \) is an incoming continuum Coulomb state with

\[
\langle p|n_1,n_2,m\rangle \propto \left(\frac{2p_0^2}{p^2+p_0^2}\right)^n \times d_{l,m}(n_2-n_1+m)/2(n_1-n_2+m)/2(2\xi)e^{im\theta_p},
\]

where \( p, \theta_p, \varphi_p \) are spherical coordinates in momentum space, \( p_0 = Z/n, \xi = \cos^{-1} \left( 2pp_0/(p^2+p_0^2) \sin \theta_p \right) \), and \( d'_{j,k} \) is a matrix element of a finite rotation. For \( m = 0 \) extreme parabolic states

\[
d_{z}(n-1)/2, z(n-1)/2(2\xi) = d_{z}(n-1)/2, z(n-1)/2(-2\xi)
\]

and, therefore, \( |\langle p|n_1,n_2,m\rangle|^2 \) is node free.

The position of the absolute maximum of the final-state energy distribution for a given large \( \Delta p \) can be understood from the fact that the expectation value of the energy after an ultrashort HCP is given by

\[
\frac{d\mathcal{P}_{\text{USP}}}{dE} = n^3 \sum |\langle n, l, m | e^{i\Delta p \cdot \varphi} | \varphi \rangle|^2.
\]
or, equivalently, \( \langle E_0 \rangle = -1 + (\Delta p)^2 \). The energy distributions in Figs. 9 and 10 are seen to peak at approximately this energy. The peak is a direct manifestation of the Bethe ridge in atomic collision physics [26].

Figure 11 shows that structures in the energy spectrum of the ejected electrons are not always evident in the total survival probability

\[
P_{sur} = 1 - P_{ion} = 1 - \int_0^{\infty} dE \frac{dP}{dE} \tag{33}
\]

as a function of the peak field. In scaled units, quantum results for \( n_i = 5 \) and \( n_i = 10 \) are in very good agreement with each other, illustrating that the scaling invariant limit is already reached using only moderately high quantum levels (departures from scaling invariance are only expected to occur for very small ionization probabilities [6]). The quantum calculations (for rectangular pulses) are in good agreement with classical calculations and experimental data for \( n_i = 388 \) obtained using HCPs with a very short rise time.

In view of the very good agreement between our quantum calculations and our previously published measurements and classical results, the disagreement recently reported by Kristensen et al. [4] for pulse durations \( T_0 > 2 \) is surprising. In the following we analyze three possibilities that may influ-
ence the ionization thresholds: (i) the statistical combination of \( l = 0 \) (25%) and \( l = 2 \) (75%) initial states in the experiments, (ii) core effects, and (iii) the actual shape of the experimental pulses.

Figure 12 displays the scaled momentum transfer required to produce 10% ionization of hydrogen atoms in states with various well-defined initial angular momenta. Clear differences in the thresholds for different states are observed for short pulses. Figure 13 shows that the quantum ionization probability, as a function of \( L_0 = l/n \), is scaling invariant for increasing \( n \) value and, moreover, that it agrees with the classical predictions. For \( m = 0 \) there exists a sharp discontinuity between the results for \( l = 0 \) and \( l = 1 \), which can be easily understood geometrically from the differences in the projection of the momentum distributions for \( s \) and \( p \) \( (m = 0) \) states along the \( z \) axis. In fact, the results for \( l = 0 \) coincide with the statistical average over \( m = 0, \pm 1, \pm 2 \) of \( l = 2 \) states (not shown). Note, however, that the difference between \( l = 0 \) and \( l = 2 \) states cannot even partly explain the discrepancies between theory and the experiment of Kristensen et al. [4], since the largest differences between different states occur in the ultrashort pulse limit. For long duration HCPs the angular momentum rapidly increases due to Stark precession around the electric field.

Figure 14 illustrates the effect of a finite-size core on the ionization thresholds. The calculations were performed for Na(\( 5p \)) states, which should overemphasize the core effects to be expected for higher \( n \) levels. Clearly, core effects play only a minor role in determining the ionization threshold, the difference being on the order of the experimental uncertainties. This agrees with the experimental observation of Kristensen et al. [4] that the ionization thresholds for alkali-metal atoms with quite different quantum defects (Li, Rb) are in very good agreement with each other.

The data of Kristensen et al. [4] were obtained using HCPs with a long rise time. One may therefore suspect that they cannot be properly modeled using rectangular pulses. This is illustrated in Fig. 15, where the results of classical and quantum calculations for rectangular, triangular, and Gaussian pulses [Eqs. (7)–(9)] are displayed. As expected, the results converge in the short pulse limit because the ionization probability depends solely on the integral of the pulse (i.e., the momentum transfer \( \Delta p \)). However, sizable differences exist for long pulses. Note that the differences are larger for the extreme downhill parabolic state than for a \( p \) (or \( d \)) state. The origin of this difference lies in the different degree of adiabaticity displayed by parabolic and spherical states. Since parabolic states diagonalize the Stark perturbation within a given shell, nonadiabatic effects require dynamical coupling to different shells. For \( T_0 > 1 \), i.e., when the rise time is large compared to the orbital period, extreme parabolic states evolve approximately adiabatically, because of the absence of a large number of avoided crossings, which leads to an increased stability against ionization. Spherical states, on the other hand, show much stronger nonadiabatic couplings for \( T_0 \geq 1 \) due to both intrashell \( l \) mixing and coupling to other manifolds. In contrast, HCPs with a sudden turn-on dynamically couple the initial Stark state to other \( n \) levels, which can be ionized more easily than the adiabatically shifted state.

Classically, the ratio of rise time to orbital period provides the criterion for the adiabaticity of the evolution. If this ratio
sometimes termed ‘‘hidden’’ crossing. Hydrogen displays a different type of avoided crossing, significant role. They are traversed completely diabatically. In the alkali-metal atoms do not play a play the same rise-time dependence indicates that the narrow process. The fact that hydrogen and alkali-metal atoms dis- in involves only few states, this is an intrinsically nonclassical energy levels to the high-field levels proceeds. To the extent that these avoided crossings are isolated and the coupling exists an additional time scale in terms of the ratio of the nonadiabatic coupling strength to the size of the avoided crossings through which the evolution from the zero-field energy levels to the high-field levels proceeds. To the extent that these avoided crossings are isolated and the coupling involves only few states, this is an intrinsically nonclassical process. The fact that hydrogen and alkali-metal atoms display the same rise-time dependence indicates that the narrow avoided crossings between different Stark states due to the nonhydrogenic core in the alkali-metal atoms do not play a significant role. They are traversed completely diabatically. Hydrogen displays a different type of avoided crossing, sometimes termed ‘‘hidden’’ crossing [27]. It corresponds to an interaction between the most redshifted Stark states of adjacent manifolds and is characterized by a width that is a considerable fraction of the zero-field level spacing. Trans- lated into classical dynamics, this amounts to a time scale of a few zero-field orbital periods. The avoided crossing occurs above the field ionization threshold in the region of overlapping resonances [28]. The observed rise-time dependence is related to the inverse level density of resonances near and above the ionization threshold.

In order to corroborate the theoretical predictions, we have performed a series of measurements using apparatus and techniques described elsewhere. In the experiments, ionization of $K(np)$ Rydberg atoms with ($n \sim 388$) was investigated using pulses having essentially the same peak amplitude and full width at half maximum but different pulse shapes, i.e., different rise and fall times. Results obtained using the extremes of these pulse shapes, namely a nearly rectangular pulse with a fast rise time and a ‘‘chirped’’ pulse with a slow rise time and fast fall (srff) are presented in Fig. 16, which shows the measured survival probability as a function of the peak amplitude of the pulse for a relatively long pulse, $T_0 \approx 3$. For reference, the experimentally determined pulse profiles are included in the figure as insets. The data show that, indeed, the survival probability is quite sensitive to the rise time and that the ionization threshold increases for increasing rise time. Figure 16 also includes the results of quantum and classical calculations undertaken using the experimental pulse profiles. Quantum calculations for $H(5p)$ exhibit a similar, but slightly reduced, shift of the ionization threshold. Because the measurements were performed for $K(388p)$, the differences in the shift possibly provide an indication that the scaling invariant limit ($n \rightarrow \infty$) has not yet been reached for $n = 5$. Unfortunately we have been unable to obtain converged quantum calculations for $n > 5$ levels with these long pulses. However, classical calculations for $K(388p)$ atoms are found to be in good agreement with the measurements.

In Fig. 17 we compare our quantum and classical thresh- olds for 10% ionization by rectangular and triangular pulses acting on hydrogen atoms with the present experimental measurements and previously published data. Note that the experimental profiles do not exactly agree with the theoretical pulse shapes. Clearly, the dependence of the ionization thresholds on the rise time explains, at least in part, the disagreement between the data of Kristensen et al. [4] and clas-
tical calculations for rectangular pulses. The measurements of Frey et al. [3] agree with these calculations because the experimental pulses in this case featured a short rise time that was smaller than the orbital period of the Rydberg atoms and that approximated the rectangular shape quite well. The present measurements using pulse profiles with a long rise time are indeed much closer to the data of Kristensen et al. For short pulses, the calculations are seen to be in good agreement with the data of Frey et al. [3] and the normalized data of Jones et al. [1]. The differences between classical and quantum calculations for the entire range of pulse durations are found to be much smaller than typical experimental uncertainties.

V. CONCLUDING REMARKS

We have described in detail a quantum-mechanical coupled-channels approach to study the ionization of atoms by half-cycle pulses. We have shown that the accuracy of the calculations can be established using the stabilization method. Presently, our calculations are limited to short durations ($T_0 \leq 4$). Work is underway to extend these to longer pulses using a nonunitary representation of the evolution operator.

We have shown that quantum calculations are scaling invariant and are in very good agreement with classical calculations even for levels with relatively low principal quantum numbers. Moreover, we have presented independent experimental data that are also in very good agreement with the calculations. Thus, the disagreement recently reported by Kristensen et al. [4] between classical calculations and experiment is largely due to the shape of these pulses. In particular, we have shown that when the duration of the pulse is longer than the orbital period of the atom, the ionization thresholds become sensitive to the rise time of the electric field.
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APPENDIX: THE CLASSICAL LIMIT

In the classical limit, the time evolution of the electronic wave function is modeled using an ensemble of classical particles that mimic the initial quantum state. That is, the quantum wave function $\Psi(r, t)$ is replaced by a classical probability density in phase space $f(r, p, t)$. Formally, the time evolution of this density is governed by the classical Liouville equation for the Hamiltonian $H(t)$ in Eq. (1),

$$\frac{df}{dt} = [H, f],$$

with the boundary condition

$$f(r, p, t) \to f^i(r, p),$$

where $[\cdot, \cdot]$ denotes a Poisson bracket and $f^i$ is the initial state. Since phase-space points evolve in time independently, the Liouville equation can be easily solved using a Monte Carlo technique. The resulting method is usually referred to as the classical trajectory Monte Carlo approach [11].

There exists no unique way of determining the initial phase-space state so that it mimics the initial quantum state. The most common choice of initial conditions, which we adopt here, is a subset of a microcanonical ensemble,

$$f^i(r, p) = C_i \delta \left( E_i - \frac{p^2}{2} - V_{\text{op}}(r) \right) \omega_i,$$

where $C_i$ is normalization constant, $E_i$ is the initial quantum-mechanical binding energy, and $\omega_i$ is a characteristic function representing the other quantum numbers of the initial state. This type of initial state yields the exact quantum-mechanical probability density of the momentum for a statistical average of states within a given $n$ manifold.

For a hydrogenic initial spherical state $|n_i, l_i, m_i\rangle$,

$$\omega_{l_i, m_i} = \Theta(L - l_i) \Theta(l_i + 1 - L) \Theta \left( L - \frac{L(2m_i - 1)}{2l_i + 1} \right)$$

$$\times \Theta \left( \frac{L(2m_i + 1)}{2l_i + 1} - L \right),$$

where $L=r \times p$ is the classical angular momentum and $\Theta$ denotes a step function. In turn, for a hydrogenic parabolic state with quantum numbers $n_{i_1}, n_{i_2}$, we use

$$\omega_{n_{i_1}, n_{i_2}} = \Theta(N_{i_1} - N_{i_2} + \frac{1}{2}) \Theta(N_{i_2} + N_{i_1} - \frac{1}{2})$$

$$\times \Theta(N_{i_1} - N_{i_2} + \frac{1}{2}) \Theta(-N_{i_2} + N_{i_1} - \frac{1}{2}),$$

$$N_{i_1, 2} = \frac{1}{2}[n_i (1 \pm A_i) - (|L_c| + 1)],$$

where $A=p \times L - \hat{r}$ is the Runge-Lenz vector.


