Realization of the kicked atom
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The kicked atom is realized experimentally by exposing potassium np Rydberg atoms with \( n \approx 388 \) to a sequence of up to 50 half-cycle pulses whose duration is much shorter than the classical electron orbital period. The Rydberg atom survival probability is observed to have a broad maximum for pulse repetition frequencies near the classical orbital frequency. Comparisons with detailed classical trajectory Monte Carlo simulations show that this behavior provides an unambiguous signature of dynamical stabilization. The classical simulations further show that the kicked hydrogen atom is, depending on the pulse repetition frequency, chaotic or characterized by a mixed phase space with various families of fully stable islands within which the atom is stable against ionization. Signatures of stabilization and chaotic diffusion are also observed in the final bound-state distribution of the surviving atoms. [S1050-2947(99)07302-3]

PACS number(s): 42.50.Hz, 32.80.Rm, 03.65.Bz

I. INTRODUCTION

Periodically “kicked” systems, i.e., impulsively driven systems where the duration of each impulse is short compared to the period of the unperturbed system, provide valuable test cases for the study of nonlinear dynamics in Hamiltonian systems. Prime examples are the kicked rotor (or standard map [1]) and the kicked hydrogen atom [2–9]. The time evolution for kicked systems can be reduced to a sequence of discrete maps between adjacent kicks. This simplification permits detailed numerical studies of the long-term evolution using both classical and quantum dynamics, and hence, of the classical-quantum correspondence in microscopic systems that feature regular and chaotic dynamics. While systems subject to sinusoidal perturbations have been widely studied, for example hydrogen in a microwave field [10,11], experimental realizations of kicked systems have been scarce. Recently, however, atoms cooled in a standing light wave have provided a realization of the one-dimensional standard map, demonstrating the existence of Anderson localization in the translational motion of a single atom [12,13].

Atoms in which an electron is excited to a state of large principal quantum number \( n \) also afford the opportunity to study the behavior of kicked systems because the classical orbital period \( T_n \) of the excited electron is very large (\( \sim 10 \) ns at \( n = 400 \) increasing to \( \sim 150 \) ns at \( n = 1000 \)). It is therefore possible using conventional pulse generators to apply unidirectional electric field pulses, termed half-cycle pulses (HCPs), to such atoms whose duration \( T_p \) is much shorter than the orbital period [14–16]. In the limit that \( T_p / T_n \ll 1 \), a single pulse, \( \vec{F}_{\text{HCP}}(t) \), simply delivers an impulsive momentum transfer or “kick,”

\[
\Delta p = -\int \vec{F}_{\text{HCP}}(t) dt,
\]

to the excited electron, where atomic units are used throughout. Thus, very high-\( n \) atoms that are subject to a periodic sequence of HCPs provide an ideal testing ground to examine the behavior of kicked systems.

The impulsively driven (kicked) Rydberg atom has been the focus of a number of theoretical investigations [2–9], many of which have considered trains of impulses that alternate in sign. Such a sequence of impulses has been used to model atoms in a monochromatic radiation field and has provided, for example, new insights into intense-field stabilization [8,9,17–19]. The behavior of a hydrogen atom subject to a series of unidirectional kicks has been investigated within a one-dimensional (1D) model [6]. Fully developed classical chaos was observed, and the bound portion of the phase space was found to decay algebraically as a function of time as \( \sim t^{-1.65} \). Little is known about the response of a three-dimensional (3D) Rydberg atom to a train of unidirectional pulses.

In this work we show both experimentally and theoretically that the phase space of the kicked atom contains sizable regular islands that give rise to dynamical stabilization. (A preliminary account of our findings was given in [20].) Experimental measurements of the survival probability versus HCP repetition frequency are presented which reveal a pronounced structure that is well reproduced by classical trajectory Monte Carlo (CTMC) simulations. Calculations were undertaken for potassium and for hydrogen in three and one dimensions. The 1D model gives results that closely parallel those for the 3D system and allows detailed examination of the stabilization in terms of the mixed phase-space structure.
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II. EXPERIMENTAL REALIZATION OF THE KICKED ATOM

In order to realize a kicked system in the laboratory, potassium Rydberg atoms with \( n \sim 388 \) are exposed to a train of equispaced unidirectional HCPs, each having a duration \( T_p \approx 2 \) ns. For \( n \sim 388 \), the atomic orbital period \( T_n \) is \( \approx 9 \) ns and the condition \( T_p/T_n \ll 1 \) is satisfied. Application of such pulse trains can lead to ionization. The Rydberg atom survival probability is measured as a function of the number, amplitude, and repetition frequency of the pulses using the apparatus shown in Fig. 1. The Rydberg atoms are created by photoexciting ground-state potassium atoms in a tightly collimated thermal-energy beam using a frequency-stabilized, intracavity-doubled Coherent CR 699-21 Rh6G dye laser. Excitation occurs near the center of an interaction region defined by three pairs of planar electrodes, each 10 \( \times \) 10 cm. The use of large electrodes well separated from the experimental volume minimizes the effect of patch fields associated with nonuniformities in the electrode surfaces. However, even with all electrodes grounded, fields of \( \sim 2 \) mV cm\(^{-1} \) remain in the experimental volume. These are locally reduced to \( \leq 50 \) \( \mu \)V cm\(^{-1} \) by application of small bias potentials to the electrodes that are determined using a technique based on the Stark effect. To minimize motional electric fields, the magnetic field is reduced to \( \leq 20 \) mG by use of \( \mu \)-metal shields.

Measurements are conducted in a pulsed mode. The laser output is formed into a train of pulses of \( \sim 4 \) \( \mu \)s duration and \( \sim 10 \) kHz pulse repetition frequency using an acousto-optic modulator. (The probability that a Rydberg atom is formed during a laser pulse is very small, \( \approx 0.05 \), and data must be accumulated following many laser pulses.) Excitation occurs in (near) zero electric field. Approximately 200 ns after each laser pulse, the atoms are subjected to a train of HCPs generated by applying voltage pulses to a circular electrode 4 cm in diameter that is inset in the upper plate. The pulse shapes and amplitudes are measured directly at the circular electrode using a fast probe and sampling oscilloscope. A typical pulse train is included in Fig. 1. The number and excited state distribution of Rydberg atoms remaining in the experimental volume after application of the HCPs is measured after a time delay of \( \sim 6 \) \( \mu \)s, using selective field ionization (SFI). The time delay discriminates against free low-energy electrons resulting from HCP-induced ionization which, tests revealed, have a residence time of \( \sim 5 \) \( \mu \)s in the interaction region. For SFI, a slowly varying (\( \sim 1 \) \( \mu \)s rise time) voltage ramp is applied to the bottom interaction-region electrode. Electrons resulting from field ionization are accelerated to, and detected by, a particle multiplier. Because atoms in different Rydberg states ionize at different applied fields, measurements of the field ionization signal as a function of time, i.e., of applied field, provides a measure of the excited-state distribution of those atoms present at the time of application of the ramp. Measurements in which no HCPs are applied are interspersed at routine intervals during data acquisition to monitor the number of Rydberg atoms initially created by the laser. The Rydberg atom survival probability is determined by taking the ratio of the Rydberg atom signals observed with and without HCP application.

Survival probabilities measured following application of trains of ten and fifty equispaced HCPs are presented in Figs. 2(a) and 2(b), respectively, as a function of HCP amplitude for several values of the pulse repetition frequency. As might be expected, significantly larger HCP heights are required to induce ionization with ten HCPs than with fifty HCPs. More surprising and important, however, is the observation that for a given HCP amplitude the survival probability depends markedly on the repetition frequency \( \nu_T \) of the HCPs in the train. This is better illustrated in Fig. 3, which shows the Rydberg atom survival probability following application of ten and fifty HCPs with peak fields of 29 and 60 mV cm\(^{-1} \) as a function of \( \nu_T \), expressed in MHz and in scaled units. Here, and in the following, scaled units will be used to explicitly display the scaling invariance of the classical dynamical system.
where $H$ is the atomic Hamiltonian, given by

\[ H = \frac{p_z^2 + p_{r}^2}{2} + \frac{L_z^2}{2p^2} + V_{at}(\sqrt{r^2 + p^2}). \]

We use a one-electron model potential $V_{at}$ for the $K^+$ core potential that yields accurate quantum defects and satisfies the correct boundary conditions at small and large distances. The time evolution of the electron is modeled using a quasi-classical approach in which the wave function is replaced by a classical probability density in phase space, $f(\vec{r}, p, t)$. Formally, the time evolution of this density is governed by the classical Liouville equation for the Hamiltonian $H(t)$ [Eq. (7)],

\[ \frac{\delta f}{\delta t} = [H, f], \]

where $[.]$ denotes a Poisson bracket. Since classical phase-space points evolve in time independently according to Hamilton’s equations, the Liouville equation can be easily solved using a Monte Carlo technique. The resulting method is usually referred to as the classical trajectory Monte Carlo (CTMC) approach [22].

The experimental conditions for preparation of potassium Rydberg atoms are such that $\ell = 1$ states with a statistical population of $m$ substates are produced. Within the CTMC approach, this initial quantum state can be modeled by a subset of a microcanonical ensemble

\[ f_i(\vec{r}, p) = C_i \delta \left[ E_i - \frac{p^2}{2} - V_{at}(r) \right] \Theta(L - |\ell|) \Theta(|\ell + 1| - L), \]

where $C_i$ is a normalization constant, $E_i$ is the initial quantum mechanical binding energy, and $\Theta$ denotes a step function.

Calculated survival probabilities are included in Fig. 3 and display excellent agreement with the experimental data without recourse to any adjustable parameters. This agreement indicates that the stabilization signaled by the increased survival probability for $\nu_0 \approx 1$ is classical in origin. Similarly, good agreement is obtained if a Coulomb potential is used for $V_{at}$. Note that in the limit of high frequencies the train of pulses becomes equivalent to a single pulse, $F(t) = NF_{\text{HCP}}(t)$, for which the agreement between the theory and experiment (not shown here) is well established [16].

Because the Hamilton equations for finite-width pulses must be solved numerically, it is not computationally feasible to investigate the long-term stability in the limit $N \to \infty$ (typically $N \approx 10^6$) and to perform a detailed analysis of the classical phase space. Thus, to further examine the origin of the maximum observed in the survival probability, we have also performed calculations for the “kicked” hydrogen atom (i.e., assuming the sudden limit in which each HCP can be replaced by a $\delta$-function impulse), details of which are given in the next sections. Results for the survival probability within this model are also given in Fig. 3. This simplified model reproduces the observed overall structure in the survival probability although the stability is somewhat reduced. This results because the finite width of each experimental HCP cuts off the higher frequencies in the perturbation.
which enhances the stability of the orbit. The similarities between the different calculations and the experiment suggest that the stabilization can be analyzed in detail in terms of the “kicked” atom. In the following, we analyze theoretically the dynamics of the simplest system, the 1D kicked atom, and we discuss the conditions for which the evolution of the electron is regular or chaotic. Subsequently, we show that similar situations can be found for the 3D kicked atom.

III. ONE-DIMENSIONAL KICKED ATOM

Consider the electron in a 1D hydrogen “atom” that is subject to a periodic train of impulses $\Delta p$ with frequency $\nu_T$ (period $T_T$). The dynamics of the atom is governed by the Hamiltonian

$$H^{1D}(q,p,t) = H^{1D}_0(q,p) - q \Delta p \sum_{k=1}^{N} \delta(t - k/\nu_T)$$

where $q$ and $p$ denote the position and momentum of the electron. The 1D atom is described by an unperturbed Hamiltonian $H^{1D}_0$ and includes an effective centrifugal barrier with quasi-angular momentum $\Lambda$. We take the limit $\Lambda \to 0$ and, therefore, the only role of this potential is to provide an infinite barrier at $q = 0$ such that the motion is confined to the $q > 0$ region of phase space.

Denoting the phase-space coordinates just before the $k$th kick by $(q_k, p_k)$, the time evolution during a single period of the perturbation is given by a map of phase-space coordinates,

$$(q_k, p_k) = M(q_{k-1}, p_{k-1}) = M_{\Delta p}(q_{k-1}, p_{k-1}),$$

where $M_{\Delta p}$ describes the kick, i.e.,

$$(q_{k-1}, p_{k-1} + \Delta p) = M_{\Delta p}(q_{k-1}, p_{k-1}),$$

and $M_{\text{Coul}}$ describes the unperturbed Coulomb evolution governed by $H^{1D}_0$. The latter depends on the atomic energies $E_k = H^{1D}_0(q_k, p_k)$. Note that only $M_{\Delta p}$ changes the atomic energy according to

$$E_k = ME_{k-1} = M_{\Delta p}E_{k-1} = \frac{(\Delta p)^2}{2} + p_{k-1} \Delta p + E_{k-1}.$$  

Using the parametric form of Coulomb orbits [21], the full mapping $M$ for $E_k < 0$ is given by a set of implicit equations:

$$q_{k-1} = n_k^{-1} \sinh \xi_{k-1},$$

$$p_{k-1} + \Delta p = \frac{n_k}{q_{k-1}} \sin \xi_{k-1},$$

$$\xi_{k-1} = \xi_{k} + \sinh \xi_{k-1} = n_k^{-1} t_{k-1},$$  

where $n_k = (2|E_k|)^{-1/2}$ is the classical principal action (directly related to the principal quantum number) and $\xi_k = \sqrt{1 + 2E_k} N^2 = 1$ is the eccentricity. For $E_k > 0$, $M$ becomes correspondingly

$$q_{k-1} = n_k^{2} \sinh \xi_{k-1},$$

$$p_{k-1} + \Delta p = \frac{n_k}{q_{k-1}} \sin \xi_{k-1},$$

$$\xi_{k-1} = \xi_{k} + \sinh \xi_{k-1} = n_k^{-1} t_{k-1},$$  

The kicked one-dimensional (1D) atom represents a time-dependent dynamical system with one degree of freedom. It can be canonically transformed into an equivalent time-independent system with two degrees of freedom (usually referred to as a 1 and 1/2 degrees of freedom system [23]).

FIG. 4. Poincaré surface of section for the 1D kicked hydrogen atom for $\nu_T = (2\pi)^{-1}$ and various positive $\Delta p$ values. The thick line indicates the separatrix between bound and continuum unperturbed tori.
This low dimensionality greatly simplifies the study of the electronic dynamics. Regular and chaotic dynamics can be easily identified by the Poincaré surface of sections. Because the Hamiltonian is periodic in time, Poincaré sections of the equivalent time-independent system can be generated by taking stroboscopic snapshots of \((q, p)\) during every period of the perturbation. If the dynamics is regular, i.e., if there exists a constant of motion, a phase-space trajectory is constrained to a torus whose image on a section takes the form of a closed loop.

Figures 4 and 5 display Poincaré surfaces of section for the 1D kicked 1D atom for \(\nu_T = (2\pi)^{-1}\) and various negative \(\Delta p\) values. The thick line indicates the separatrix between bound and continuum unperturbed tori.

FIG. 5. Poincaré surface of section for the 1D kicked hydrogen atom for \(\nu_T = (2\pi)^{-1}\) and various negative \(\Delta p\) values. The thick line indicates the separatrix between bound and continuum unperturbed tori.

Consider an atom in a well-defined \(n\) level (i.e., in a well-defined unperturbed torus defined by the initial binding energy) when subject to a train of impulses, ionization of such an atom occurs as soon as the unperturbed torus overlaps with the chaotic sea which, in turn, is connected with the continuum. On the other hand, the partial stability of the atom against ionization depends on whether or not the unperturbed torus overlaps with a stable region of phase space. Hillermeier et al. [6] found that the survival probability of atoms decays algebraically as a function of time for \(\Delta p > 0\), independent of the strength of the kicks and the frequency of the train. This is a consequence of the fully developed chaos in this system. In turn, Fig. 6 shows that for \(\Delta p < 0\) the survival probability as a function of the number of kicks, \(N\), can be either dynamically stable or unstable depending on the pulse repetition frequency of the train. Therefore, the survival probability of an atom following ap-

FIG. 6. Survival probability for the 1D kicked hydrogen atom at various scaled frequencies \(\nu_0\) as a function of the number of kicks.

FIG. 7. Survival probability of a 1D kicked atom with initial energy \(E = -0.5\) following application of 100 and 1000 kicks with \(\Delta p = -0.3\) as a function of the pulse repetition frequency.
plication of a large number of kicks exhibits several pronounced peaks as a function of the repetition frequency (Fig. 7). In order to compute the probabilities in Figs. 6 and 7, a microcanonical ensemble of points in an unperturbed torus with energy $E = 0.5$ is followed as a function of time. The survival probability is given by the fraction of points which remain bound—i.e., $E > 0$—after the train of pulses. Because of classical scaling invariance [Eqs. (2)–(6)], the survival probability is a function of the scaled variables $D_p/\nu = (\Delta p/\nu)/\nu = (\nu/\nu_n)^1$ only. Therefore, the results of Figs. 6 and 7 and in the following are presented in scaled units and are classically valid for any $n_i$ initial level.

Each of the peaks in Fig. 7 is associated with a regular island in phase space. The survival probability is given by the fraction of points within the torus that overlap with different stable islands. However, since the residual tori are not confining, the trapping is only transient and the trajectory will eventually “jump” to another region of the chaotic sea and escape into the continuum.

The identification of the periodic orbits around which the stable islands are organized proceeds by noting that the binding energy must be unchanged following some integer number $j$ of applied kicks, i.e.,

$$E_k = M'E_{k-j} = E_{k-j}.$$  \hspace{1cm} (19)

For a period-one ($j = 1$) fixed point, Eqs. (19) and (16) imply

$$\frac{\Delta p^2}{2} + p\Delta p = 0$$ \hspace{1cm} (20)

or $p = -\Delta p/2$, which agrees with the $p$ coordinate of the center of the most prominent islands in Figs. 4, 5, and 8. The experiment in Fig. 9, where we display a Poincaré section of a single trajectory of an electron which is eventually ionized. The time evolution of the electron displays intermittency, periods of trapping near stable islands. However, since the residual tori are not confining, the electron becomes fully ionized.

Ionization does not necessarily happen immediately and, in fact, an electron may wander among various regions of phase space before reaching the continuum. This is illustrated in Fig. 9, where we display a Poincaré section of a single trajectory starting in a chaotic region of phase space for the 1D kicked hydrogen atom for $\Delta p = -0.05$ and $\nu_T = 1$.
periodic orbit which corresponds to the center of the largest stable island can be identified with the help of its projection onto the \((q,p)\) plane, as shown in Fig. 10. The trajectory has been followed for several kicks involving segments of many Coulomb orbits having the same binding energy (i.e., the same unperturbed period).

According to Eq. (17), a kick maps a point \(P = (q,p)\) on a given Kepler ‘‘orbit’’ onto a point \(Q = (q,p)\) of another orbit, as illustrated by the vertical arrow in Fig. 10. The subsequent unperturbed Coulomb evolution transports the point \(Q\) along the direction of the arrow back to point \(P\), \(M_{\text{Coul}}(Q) = P\). The periodic orbit is therefore nothing but a sequence of segments of full Coulomb orbits cut short by the kick. For this to occur, the time separation \(T_j\) between kicks (pulses) must be less than the Kepler period, i.e., \(T_j = \alpha T_n\) with \(\alpha < 1\). Figure 7 suggests the existence of a family of stable periodic orbits with scaled frequencies \(\nu_j^s = (\alpha + s)^{-1}\) (\(s = 0, 1, 2, \ldots\)) corresponding to orbits that complete \(s\) full periods and one segment \(\alpha\) prior to the next kick, mapping \(P\) onto \(Q\). From Eq. (16), the simple expression

\[
\alpha = \pi^{-1} \left\{ \cos^{-1} \left[ \frac{\Delta p^2 - 4}{\Delta p^2 + 4} \right] + \frac{4\Delta p}{\Delta p^2 + 4} \right\}
\]

(21)
can be obtained. Periodic orbits that are more complex than that in Fig. 10 also exist that involve transfer back and forth between several energy levels [20]. They are associated with tori that have undergone a bifurcation. The center of the torus overlapping the initial state of the electron for \(\nu_j = 2.12\) in Fig. 8 provides an example involving two energy levels [i.e., \(T_j = 2\) in Eq. (19)]. In this case a kick excites the electron to a higher energy level and subsequently, another kick deexcites the electron back to its original level. The electronic motion becomes trapped within these two levels.

**IV. THREE-DIMENSIONAL KICKED ATOM**

In order to relate the results of the preceding section to the experimental data, it is necessary to analyze the extent to which the phase-space structure for the 1D system is preserved for the 3D kicked atom, especially since it is not obvious a priori that the stability properties should parallel each other. For a 1D system, tori are, in general, nested into each other and they are said to divide the phase space. The dynamics of chaotic orbits is constrained by regular islands of nested tori. This is not necessarily true for higher dimensions where the possibility of slow diffusion between stochastic layers enclosed by KAM-like tori exists (Arnold diffusion [23]). In this section we show that the dynamical stabilization in 1D closely mimics the stabilization in 3D. In particular, certain (but not all) classes of stable islands exist in both 1D and 3D. Moreover, because of the existence of the chaotic sea for the 1D kicked atom for any \(\Delta p \neq 0\), the effect of the higher dimension does not fundamentally alter the chaotic pathway to ionization.

Consider the electron in a 3D hydrogen atom that is subject to a periodic train of impulses \(\Delta p = \Delta p\). The Hamiltonian for this problem is

\[
H^{3D} = H_{\text{at}} - \Delta p \sum_{j=1}^{N} \delta(t - j \nu_j^{-1}),
\]

(22)

where the atomic Hamiltonian in cylindrical coordinates is given by

\[
H_{\text{at}} = \frac{p_r^2}{2} - \frac{1}{r} = \frac{p^2 + p_r^2}{2} + \frac{L_z^2}{2p^2} - \frac{1}{\sqrt{z^2 + p^2}}
\]

(23)

with \(\vec{L} = r \times \vec{p} = (L_\perp, L_z, L_z)\) the angular momentum and \(p^2 = x^2 + y^2\). Since the impulsive momentum transfer is along the \(\hat{z}\) direction, \(L_z\) is a constant of motion and the kicked atom represents a time-dependent dynamical system with two degrees of freedom (i.e., a time-independent 2 and 1/2 degree of freedom system). \(M\) maps the four-dimensional phase space \((r, \theta, \phi, p_r, p_\perp)\) onto itself.

Remarkably, calculations show that the stable islands for the 3D kicked atom mimic those for the 1D kicked system. This is illustrated in Fig. 11, in which Poincaré sections are compared. For the 3D case, the construction of the Poincaré surface requires, in addition to taking stroboscopic pictures, the slicing of phase space because of the higher dimensionality of the dynamical systems. In Fig. 11 we have taken slices of \((p \pm \Delta p, p_r \pm \Delta p_r)\) near \(p \sim 0.1, p_r \sim 0\), and \(L_z = 0\). Clearly, setting \(p = 0, p_r = 0\), and \(L_z = 0\) in Eqs. (22) and (23) yields a Hamiltonian that is equivalent to the 1D Hamiltonian. Note, however, that because of the larger available phase space, chaotic trajectories in 3D are unlikely to return to the original slice of the Poincaré section after a
finite number of kicks. The close correspondence between
the Poincaré surface of sections in 1D and 3D in Fig. 11 is
due to the fact that the phase-space slice taken near
\( r_5 0, p_r > 0 \) corresponds to regions in phase space that have
large overlap with the extreme “uphill” or blueshifted para-
bolic states (i.e., uphill in the average field provided by the
train of pulses).

Presently, Rydberg atoms are experimentally created by
single photon excitation of alkali-metal atoms, leading to
small initial quantum numbers \( l_i, m_i \), and cannot be con-
sidered to be quasi-one-dimensional. Nevertheless, as shown
in Fig. 12, dynamical stabilization can still occur at frequen-
cies similar to those at which stabilization is expected for the
1D kicked atom. The reason is partly that the initial elec-
tronic state has a finite overlap with the extreme Stark states,
which are associated with stable islands in Fig. 11. However,
only a small fraction of the microcanonical ensemble of tra-
jectories representing initial quantum numbers \( n_i = 388, l_i = 1 \) belong to these islands. There are, in addition, other
stable islands that cannot be easily associated with a

![FIG. 12. Survival probability for the kicked hydrogen atom with
\( L_0 = l_i/n_i = (388)^{-1} \) at various frequencies \( \nu_0 \) as a function of the
number of kicks.](image)

V. EXCITED BOUND-STATE DISTRIBUTION

Additional information on dynamical stabilization and
chaotic evolution is contained in the distribution of excited
bound states that remain following application of the HCP
train. If dynamical stabilization occurs, the distribution of
excitation energies of the surviving bound states should be
sharply peaked at or near the initial energy. Conversely, cha-
otic dynamics should result in the population of states with a
broad distribution in energy. Figure 14 shows the calculated
final excited state, expressed as a function of the binding
energy for HCP trains, one with \( \nu_0 = 2.3 \), corresponding to
the region of partial dynamical stabilization, and one with
\( \nu_0 = 0.18 \), corresponding to the fully chaotic regime. In each
case, the pulse amplitudes were such that \( \sim 90\% \) of the par-
ent atoms are ionized. In the absence of an applied HCP
train, the energy distribution corresponds to a \( \delta \) function at
\( E_0 = E/E_n = 1 \) (i.e., atoms with well-defined initial \( n \) and,
therefore, energy). After interaction with the HCP train, the
final-state distribution is broadened and its width is deter-
mined by the overlap between the ensemble of perturbed tori
near the stable island and the initial unperturbed torus. How-
ever, the distribution is significantly narrower in the regime
where dynamical stabilization can occur than where ioniza-
tion is fully chaotic. In the case of chaotic ionization, the
remaining population is distributed over a broad range of
states extending up to the ionization threshold.

Evidence of this behavior is contained in the experimen-
tially measured SFI profiles. As shown in Fig. 15, in the
absence of an applied HCP train, a single relatively narrow
SFI profile is observed that corresponds to ionization of par-
tent \( n \) atoms with well-defined initial energy. The SFI profile
measured following application of a train of 50 HCPs with
\( \nu_0 \sim 1.5 \) and amplitude \( \sim 60 \text{ mV/cm} \), sufficient to ionize

![FIG. 13. Poincaré surface of section around the most stable
region of phase space associated with the kicked hydrogen atom for
\( \nu_0 = (2\pi)^{-1} \) and \( \Delta P_0 = 0.2 \) corresponding to \( \rho = 1.05, p_r = 0 \). Each
trajectory has been followed for up to one million kicks.](image)

![FIG. 14. Calculated final-state energy distribution following ap-
plication of 50 HCPs with pulse repetition frequencies \( \nu \) of 250
MHz and 20 MHz to K(388p) atoms. The pulse amplitudes are
chosen to ionize \( \sim 90\% \) of the parent atoms.](image)
the threshold field for ionization scales as $n^{1/2}$ early times, i.e., small values of applied field, results because predictions. Parent atoms, which is again consistent with the theoretical predictions and indicates that dy- below, but close to, that of the parent atoms. This behavior is characteristic of parent state ionization. The distribution of final states is peaked at a value of $n$ that is somewhat below, but close to, that of the parent atoms. This behavior is consistent with theoretical predictions and indicates that dynamical stabilization is occurring. Figure 15 also includes SFI data obtained following application of a train of 50 HCPs with $v_0 \sim 0.18$ and amplitude 36 mV cm$^{-1}$, sufficient to again ionize $\sim 90\%$ of the parent atoms. The SFI profile is broader than that observed at the higher HCP repetition frequency and, in particular, contains a greater relative contribution from the ionization of very-high-$n$ atoms, which is a characteristic of chaotic ionization. However, inspection of the data reveals that there are comparable numbers of product atoms (as measured by the appropriate areas under the SFI profiles) with values of $n$ above and below that of the parent atoms, which is again consistent with the theoretical predictions. (The sharp peak observed in the SFI profile at early times, i.e., small values of applied field, results because the threshold field for ionization scales as $n^{-4}$. As a conse-

quence, ionization of the highest $n$ atoms is compressed into a narrow range of applied fields, i.e., a narrow time range.)

VI. CONCLUSIONS

The present work demonstrates that very-high-$n$ Rydberg atoms subject to a train of HCPs provide an excellent model system for investigating the behavior of periodically driven systems. The experimental data provide evidence for dynamical stabilization which is in accord with theoretical predictions for both 1D and 3D impulsively kicked atoms. The good agreement between experiment and full CTMC simulations employing realistic potentials and pulse shapes demonstrates that, for the range of fields and pulse repetition frequencies studied here, classical-quantum correspondence approximately holds and quantum corrections appear to be negligible. Quantum calculations for this stabilization process are currently underway.

Impulsively driven Rydberg atoms provide an opportunity to study the correspondence between classical and quantum mechanics from a new perspective. Experimentally, very precise studies are possible if the initial quantum state of the atoms is precisely known and the HCP trains are accurately controlled and characterized. This may allow identification of the possible breakdown of quantum-classical correspondence and of quantum modifications to irregular classical dynamics. An ideal candidate for such a study would be a “downhill” quasi-one-dimensional kicked atom which is classically fully chaotic. The strong similarities between the 1D and 3D kicked atoms indicate that classical-quantum correspondence could be first analyzed in 1D where accurate quantum calculations may be computationally feasible. Other future possibilities include the use of a “chirped” pulse train in which the time separation between adjacent HCPs is varied to better stay in phase with the motion of the electron as it moves to higher orbits, and the use of HCPs that alternate in sign. The latter have been used, for example, to model the behavior of atoms subject to intense electromagnetic radiation, and experimental measurements might provide new insights into intense field stabilization. Also, because by varying the pulse width and/or shape the harmonic content of the driving field can be varied, such measurements might have a bearing on the more general problem of atomic excitation by multifrequency “colored” fields.
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